Herald of Advanced Information Technology 2021; Vol. 4 No.4: 295-302

DOI: https://doi.org/10.15276/hait.04.2021.1
UDC 004.93.1

Accelerating the learning process of a neural network by
predicting the weight coefficient

Viktor O. Speranskyy?

ORCID: https://orcid.org/my-orcid?orcid=0000-0002-8042-1790; speranskiyva@ukr.net. Scopus Author ID: 54401618900
Mihail O. Domanciuc?

ORCID: https://orcid.org/0000-0002-9191-1357; weti369@gmail.com

D Odessa National Polytechnic University, 1, Shevchenko Ave. Odessa, 65044, Ukraine

ABSTRACT

The purpose of this study is to analyze and implement the acceleration of the neural network learning process by predicting the
weight coefficients. The relevance of accelerating the learning of neural networks is touched upon, as well as the possibility of using
prediction models in a wide range of tasks where it is necessary to build fast classifiers. When data is received from the array of
sensors of a chemical unit in real time, it is necessary to be able to predict changes and change the operating parameters. After
assessment, this should be done as quickly as possible in order to promptly change the current structure and state of the resulting
substances. Work on speeding up classifiers usually focuses on speeding up the applied classifier. The calculation of the predicted
values of the weight coefficients are carried out using the calculation of the value using the known prediction models. The possibility
of the combined use of prediction models and optimization models was tested to accelerate the learning process of a neural network.
The scientific novelty of the study lies in the effectiveness analysis of prediction models use in training neural networks. For the
experimental evaluation of the effectiveness of prediction models use, the classification problem was chosen. To solve the
experimental problem, the type of neural network “multilayer perceptron” was chosen. The experiment is divided into several stages:
initial training of the neural network without a model, and then using prediction models; initial training of a neural network without
an optimization method, and then using optimization methods; initial training of the neural network using combinations of prediction
models and optimization methods; measuring the relative error of using prediction models, optimization methods and combined use.
Models such as “Seasonal Linear Regression”, “Simple Moving Average”, and “Jump” were used in the experiment. The “Jump”
model was proposed and developed based on the results of observing the dependence of changes in the values of the weighting
coefficient on the epoch. Methods such as “Adagrad”, “Adadelta”, “Adam” were chosen for training neural and subsequent
verification of the combined use of prediction models with optimization methods. As a result of the study, the effectiveness of the use
of prediction models in predicting the weight coefficients of a neural network has been revealed. The idea is proposed and models are
used that can significantly reduce the training time of a neural network. The idea of using prediction models is that the model of the
change in the weight coefficient from the epoch is a time series, which in turn tends to a certain value. As a result of the study, it was
found that it is possible to combine prediction models and optimization models. Also, prediction models do not interfere with
optimization models, since they do not affect the formula of the training itself, as a result of which it is possible to achieve rapid
training of the neural network. In the practical part of the work, two known prediction models and the proposed developed model
were used. As a result of the experiment, operating conditions were determined using prediction models.
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INTRODUCTION, FORMULATION
OF THE PROBLEM

Since the beginning of the 21% century, neural
networks have become especially relevant, as
information technologies began to develop, where it
is necessary to process a huge amount of data and
neural networks perfectly cope with classification
tasks (for example, building a space of diagnostic
features based on a large amount of input data [1])
and pattern recognition (for example, for fast online
extracting of faces in a real-time video stream with
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use of serverless computing for the purpose of
subsequent analysis]. As a result of the development
of neural networks, various areas of science
continued to grow actively (mathematics, physics,
biology, chemistry, and, most importantly,
medicine). Unfortunately, neural networks also have
a disadvantage, because of which it is not always
possible to use. This is the so-called “curse of
dimension”. It is formed due to such reasons as a
large amount of input data and a large structure of
the neural network. As a result, there is a need for
significant computing power and a significant
increase in training time (up to a year on the most
voluminous tasks), as well as optimizing existing
developments in order to reduce time and energy
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costs. Thus, the purpose of the work is to increase
the neural network training speed due to accelerating
the learning process, which in turn is an urgent
scientific and technical task with subsequent
practical application. The following task is to apply
existing time series prediction models. To analyze
the effectiveness of applying prediction models, they
will be compared with existing methods for
optimizing neural networks such as “Adagrad”,
“Adadelta” and “Adam”. These methods make it
possible to repeatedly increase the speed of neural
network learning process. A feature of using
prediction models is that the model data is not tied to
the input data; the synapse value itself serves as
coefficients in the models, which allows the models
to be used on different types of neural networks.

1. LITERATURE REVIEW

The process of selecting a model for building a
neural network is caused on the one hand by the
simplicity of implementation, on the other hand by
the accuracy of the obtained results and the
magnitude of errors [3].

Solutions to various problems using neural
networks involve the following steps [4]:

e data collection for training;

o data preparation and normalization;

¢ network topology selection;

e experimental  selection of  network
characteristics;
e experimental  selection  of  training

parameters;

e actually, training;

o verification of the training adequacy;

o adjustment of parameters, final training;

o verbalization of the network for further use.

A study of the applicability of deep learning
models for classification tasks was considered in [5],
and clarification for practical tasks related, for
example, to chemistry was obtained to optimize
predictions of chemical patterns in [6, 7], [8].

2. MODELS ANALYSIS

Further, models and their adaptation for
organization of neural network training and work
with experimental data sets are considered.

2.1. “Seasonal Linear Regression” model

A “Seasonal Linear Regression” model is a
model that defines a relationship between two or
more correlated variables. It is used to predict the
value of one variable based on the value of other
variables. Relationships are usually established
based on observed data [10, 14], [17, 25].

The future meaning of the synapse is expressed
by equation (1):
1)

where: w — predicted value of the future synapse;
Error — the value of the global finite root-mean-
square error; the coefficients k and b are calculated
using the least squares method [11].

w=b+ k X Error,

k = A1 — MEpror * My (2)
= — =
a; MEgrror
b =m,, — k * Mgyror, (3)

where: a1 — the first mixed starting moment, which is
calculated using the formula (4); a2 — the second
starting moment, which is calculated by the formula
(5); merror — mathematical expectation for an error,
which is calculated by the formula (6); mw —
mathematical expectation for synapses, which is
calculated using the formula (7).

i=o Error; x w; (4)
1= )
n
Io Error? )
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o
_ Xi=o Error; (6)
Merror = —
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where: Errori— global root mean square error
values; wi — synapse values; n — the epoch value
when the model was applied.

2.2. “Simple Moving Average” Model

The “Simple Moving Average” model is one of
the most widely used models for time series
prediction. From a mathematical point of view, the
prime mean is the arithmetic mean at the interval [9,
15], [16, 21].

To calculate its value, the following formula is
used (8):

_ Yk=1Wk 8)
Wpi1 = Wy + —

where: wn+1 — predicted synapse value; wo — the
initial synapse value; wk — the synapse values; n —
the epoch value when the model was applied.

2.3. “Jump” Model

The  “Jump” model was  developed
independently and works as follows: the model is
divided into two parts, namely, the calculation of the
delta of synapses and the rate of change in global
error [14].

Delta calculation (9) occurs by subtracting the
older synapse from the previous one.
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Aw = wy, —wy_4, €)]

where: wn — the value of the synapse in the last
epoch; wna1 — the synapse value in the previous
epoch; n — the epoch value when the model was
applied.

The calculation of the change rate of the global

error is as follows: first, the delta of the global error
is calculated (10), which is caused by the change of
the global error in the last two epochs, and to
calculate the speed (11) we divide the global error in
the last epoch by the obtained delta.
AError = Error, — Error,_4, (10)
where: Errorn — the global error value in the last
epoch; Errorn1 — the global error value in the
penultimate epoch; n — last epoch value.

Error

V= ,

AError

where: Error — the global error value in the last

epoch; AError —the global error delta value.

By calculating the speed and delta of the
synapses, you can multiply these values. This
method makes it possible to approach the correct
synapse values several times faster. It should be
noted that this model applies to all synapses both at
the input / output and in hidden layers [12; 18].

(11)

2.4. Experiment conditions

These models work with high efficiency, but
there are exceptions, namely, when the shape of the
synapse change takes on a harmonic form, then there
is a high probability of obtaining a result with a
large error. It is recommended to use 10-15 epochs
to increase the accuracy of the prediction model. The
indicated number of epochs is due to the fact that
after a given number of epochs the shape of the
synapse plot takes a linear form (Fig. 1).

-0.3

synaptic weight

Fig. 1. The dependence of the change in

synaptic weight on the epoch
Source: compiled by the authors

As a result of the analysis of the obtained
information on prediction models, it became

possible to adapt them to the format of weight
coefficient prediction. As a result, the experimental
part can be started.

A neural network model was developed to test
the models (Fig. 2).

Neural network model data [13, 19], [20, 22],
[23, 24]:

— number of inputs — 3;

— number of outputs — 1;

— number of hidden layers — 1;

— number of neurons in the hidden layer — 4.

A general view of the neural network is shown

in Fig. 2.
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Fig. 2. Neural network structure
Source: compiled by the authors

To obtain experimental data, we will use a
simple classification task, but with a learning rate of
0.5 (Table 1). The learning rate coefficient is 0.5 this
is because such a value is optimal, since at a large
value there will be a large correlation step, which in
turn will accelerate learning, but increase the error
value. If the learning rate coefficient is less than 0.5,
then the correlation step will be much smaller and
there will be a low error value, while the learning
time will be longer. Also, to accurately determine
the effectiveness of prediction models, the initial
values of synapses will have fixed values. This is
necessary so that the final number of eras in one
experiment does not fluctuate from the random
starting values of synapses. The experiment involves
comparing prediction models and optimization
methods, as well as the possible use of these
methods simultaneously. To check the operation of
the neural network, a standard technique was used:
cross-checking, for which the model gave results of
the same quality on the test sample as on the training
sample [26].

3. EXPERIMENTAL RESULTS

An experiment was conducted where the
required number of eras was measured without using
the model and using models. The results of
experiments are shown in Table 1.
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Table 1. Results of experiments

Model Number of epochs
Without model 243
“Jump” 184
“Simple Moving Average” 138
“Seasonal Linear Regression” 199

Source: compiled by the authors

All of the above models were used once during
the entire training period in order to be able to see
the difference in the number of epochs required to
achieve the required accuracy.

Analysis of the use of models for the “multi-
layer perceptron” were performed.

As it can be seen in Fig. 3, the plot of the
change has a smooth appearance without jumps and
sharp drops in the error value.

0.5

0.4 4

0.3 1

Global error

0.2 4

0.1

0.0 4

Epoch

Fig. 3. The dependence plot of the error on the
epoch without using the model
Source: compiled by the authors
Figure 4 shows the operation with the «Jump»
model, the plot shows a sharp break in the error
value.
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Fig. 4. The dependence plot of the error on the
epoch using the “Jump” model
Source: compiled by the authors
Figure 5 shows the result of the “Simple
Moving Average” model, where a jump is seen, at
which the error value increased.
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Fig. 5. The dependence plot of the error on the
epoch using the “Simple Moving Average” model
Source: compiled by the authors

Figure 6 shows a sharp cut in the plot, which
occurs due to the operation of the “Seasonal Linear
Regression” model.
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Fig. 6. The dependence of the error on the epoch
using the “Seasonal linear regression” model
Source: compiled by the authors

Further, the model “Simple Moving Average”
was used; it was used every 5 epochs (Fig. 7). The
plot shows how quickly the neural network was able
to learn, which leads to savings in both time and
energy.

Global error

S R
Epoch
Fig. 7. Dependences of the error on the epoch
using the “Simple Moving Average”
model every 5 epochs
Source: compiled by the authors

Figure 8 shows the work of the model “Jump”,
the plot shows a great jump in the error value.
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Fig. 8. Dependences of the error on the epoch
using the “Jump” model
Source: compiled by the authors
An experiment was carried out where the
required number of epochs was measured without
use of optimization methods and using optimization
methods (Table 2).

Table 2. Results of experiments

Optimization method Number of epochs
No Optimization 243
“Adagrad” 8
“Adadelta” 10
“Adam” 7

Source: compiled by the authors

An experiment was carried out, where the
required number of epochs was measured with the
simultaneous use of optimization methods and
prediction methods (Table 3).

Table 3. Results of experiments

Table 4. Results of experiments

Model Relative error, %
Without model 14.28
“Jump” 24.95
“Simple Moving Average” 13.24
“Seasonal Linear Regression” 13.79

Source: compiled by the authors

Further, the measurements of the relative
classification error were carried out using
optimization methods. The results of using the
“Adadelta” method have the smallest relative error
(Table 5).

Table 5. Results of experiments

Optimization method Relative error, %
No Optimization 14.28
“Adagrad” 14.13
“Adadelta” 10.66
“Adam” 22.35

Source: compiled by the authors

Measurements were made of the relative
classification error when using the forecasting
models and optimization methods together. As you
can see from the Table 6, the most accurate case is
when used together such combinations as:

— the “Adagrad” method together with the
“Simple Moving Average” model;

— the “Adadelta” method together with the
“Simple Moving Average” model;

— the “Adadelta” method together with the
“Seasonal Linear Regression” model, but it should
be noted that this combination increased the number
of epochs for training from 7 to 14.

Table 6. Results of experiments

Model “Jump” | “Simple | “Seasonal
Al\cg;/;ng,, ReLrlgses&:E)n” Model | “Jump” | “Simple “Seasonal
9 g Moving Linear
Method Average” | Regression”
“Adagrad” 8 8 8 Method
“Adadelta” 5 7 14 “Adagrad” 28.68 13.63 24.27
“Adam” 5 7 8 “Adadelta” 34.96 7.71 3.44
Source: compiled by the authors “Adam” 27.39 22.54 22.98
Further, the measurements of the relative Source: compiled by the authors

classification error were carried out using prediction
models. As it can be seen from Table 4, the “Simple
Moving Average” model has the smallest relative
error. The methodic of calculation is written in [27].

CONCLUSION

An analysis of the effectiveness of applying
prediction models in training neural networks was

ISSN 2663-0176 (Print)
ISSN 2663-7731 (Online)

Theoretical aspects of computer science, 299
programming and data analysis



Herald of Advanced Information Technology

2021; Vol. 4 No.4: 295-302

performed. As a result of the study, the effectiveness
of using prediction models in predicting weight
coefficients of the neural network was revealed.
Effectiveness depends on the number of learning
epochs and the final relative error. The idea was
proposed and models were used, which can allow to
repeatedly reduce the training time of the neural
network. The work used two known prediction
models and the proposed developed model. As a
result of the experiments, it was revealed that the
“Simple Moving Average” model can be used every
5 eras, and the “Jump” and “Seasonal Linear
Regression” models can be used a limited number of
times (no more than 2) because according to the plot
and the obtained data, they reach the level of
permissible global error equal to 0.01 in fewer
epochs. In the case of using these two methods, the
neural network will begin to retrain, which will
cause an increase in the number of epochs for
learning and error, which will tend to 100%. In
addition, it was found that when using the two
mentioned models, it is necessary to allocate a gap

in synapse values. This is due to a certain probability
that the values may be on the bend of the plot.

As a result of experiments, the efficiency of
combining prediction models and optimization
methods was proved. The most effective prediction
model in combined use was the “Simple Moving
Average” model. This model showed the greatest
efficiency since with a decrease in epochs, the error
also decreased.

Also, it was found that the additional memory
used in the applications of prediction models and
optimization models is used equally in cases of an
experimental problem this number is equal to 64MB.
When using GPU for calculations, additional 15MB
memory was used.

The results of the study will be used to train a
neural network to predict certain chemical
compounds, namely metal alloys. Prediction will be
based on input physicochemical parameters as;
density; thermal conductivity; hardness; electrical
conductivity, etc. At the outlet, the properties of
such alloys will be obtained.
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AHOTAIIA

Meta naHOTO HOCHi/KCHHS - aHai3 Ta IMIUIEMEHTAalis NPHUCKOPEHHS IpOIlecy HaBYaHHS HEHPOHHOI Mepexi IIIIXOM
nependayeHHss BaroBuX Koe(ilieHTiB. Bu3HauaeThCsl aKkTyalnbHICTP HPUCKOPEHHS HABYaHHS HEHPOHHHX MEpeX, a TaKOX
MOJKJIUBICTD 3aCTOCYBaHHsS MOJeJiel IPOrHO3YBaHHA B IIMPOKOMY KOJIi 3aBIaHb, A€ MOTpiOHA MOOyAOBa IIBUAKUX KIacH(iKaTOpiB.
Hampukaz, Koy faHi HAAXOIATh Y pealbHOMY daci BiJf CHCTEMH JATYHKIB JUIS NMOJATbIIO] OIIHKK CTPYKTYPH Ta CTaHy PEUOBHH.
PoGoTr 3 mpuckopeHHs Kiacu]ikaTopiB 3a3BHYall MPHCBSIUCHI NMPHUCKOPEHHIO KiacudikaTopa, MO 3acTOCOBYEThCs. Po3paxyHOK
IIPOTHO30BaHUX 3HAYEHb BaroBuX KoeQilieHTIB BiAOyBaeThCs 3a JOMOMOTOI0 PO3paxyHKY 3HaUeHb 3a JOIMOMOTOI0 BiTOMUX MOJENeH
IIPOTHO3yBaHHA. Byia mepeBipeHa MOXIIMBICTE KOMOIHOBAHOTO 3aCTOCYBaHHS MOJIeNIeH IIPOTHO3YBAHHS Ta MOJeel ONTHMI3amii s
NIPUCKOPEHHS TIpOIleCYy HaBUaHHS HelipoHHOI Mepexi. HaykoBa HOBW3HA IOCHIDKEHHS TIojsrac B aHali3i e(eKkTHBHOCTI
3aCTOCYBaHHS MOJENICH NPOTHO3YBAaHHS IPH HAaBYaHHI HEHPOHHMX Mepex. [Id eKClepUMEHTanbHOI OLIHKM e(EeKTUBHOCTI
BUKOPHUCTAaHHA MoOJeJieil MporHo3yBaHHS Oyno oOpaHO 3aBmaHHS kinacugikamii. g BHUpIIEHHS eKCIEepHMEHTalIbHOI 3agadi OyB
oOpanuii Tun HellpoHHOT Mepexi «bararomaposuii nepcenTpon». ExciepuMeHT po3aiieHuit Ha KiJIbKa €TaliB: I0YaTKOBE HABYaHHS
HEHPOHHOI Mepexi 0e3 MoJeni, a MOTIM BXe 3 BUKOPUCTAHHAM MOJeJel MPOrHO3yBaHHS; IIOYaTKOBE HaBYaHHS HEHMPOHHOI Mepexi
0e3 METO/IiB ONTHUMI3AIlil, a TIOTIM 3a JOTIOMOTO0 METOJIIB ONTHMI3allii; TOYaTKOBE HABUYAHHS HEHPOHHOT MEpEkKi 3 BUKOPHCTAHHIM
KOMOiHamiii Mozerneil MpOrHO3yBaHHS Ta METOMIB ONTHMI3alii; BHMIpIOBaHHS BIXHOCHOI IOTPIIIHOCTI BHKOPHCTaHHS MoOJelel
MIPOTHO3YBAaHHs, METOAIB ONTHMi3alii Ta KOMOIHOBAaHOTO BHKOpPHCTaHHS. B eKclieprMMeHTI BHKOPHCTOBYBAJIMCS TaKi MOJEINI, SK
«Ce3oHHa niHiliHa perpecis», «IIpocte cepemne» i «Ckxadok». Mogmens «Ckadok» Oyna 3amporoHOBaHA Ta po3polieHa 3a
pe3ysIbTaTaMi CIOCTEPEIKEHHS 3aJISKHOCTEH 3MiH 3HAuCHb BaroBoro koedimieHTa Bin emoxw. [l HaBYaHHS HEMPOHHOI Ta
HACTYIHOI TIepeBipKM KOMOIHOBAaHOTO BUKOPUCTAHHS MOJENEH MPOTHO3YBaHHA 3 METOJaMHU ONTUMi3amii Oyau oOpaHi Taki METOAH,
K «Anarpany, «Ananensray, «Anam». B pe3ynbTarti Z0CHIKCHHS BUSBIICHA e()EKTUBHICTh 3aCTOCYBaHHS MOJIeJIeil MPOrHO3YBaHHS
MIpU TIPOTHO3YBaHHI BaroBUX KoedimieHTiB HelipoHHOI Mepexi. [lpencraBiena iges Ta BUKOPUCTAHI MOAENI, SIKi MOXKYTb TO3BOJUTH
0araTokpaTHO CKOPOTHTH 4ac HaBYaHHS HEHPOHHOI Mepei. Ines BHKOpHCTaHHS MOJeNel IPOTrHO3YBaHHS IOJSATae B TOMY, IO
MOJZIENb 3MiHHM BaroBOoro KoedillieHTa BiJ €MOXM € THMYACOBHM DSIOM, SIKa B CBOIO Yepry IparHe J0 BH3HAUCHOrO 3HaueHHS. B
pe3ysbTaTi JOCHIKEHHST OyJI0 BUSBICHO, 1[0 MOKHA KOMOIHYBaTH MOJIENi IPOTHO3yBaHHS Ta MoJieli ontuMiszaiii. Takox mMozaeri
MIPOTHO3YBaHHS HisIK HE MMPOTUAIIOTH MOJIEIISIM ONTHMI3alil, Tak SK He JiI0Th Ha (JopMylly caMoro HaBYaHHs, BHACIIIOK YOT0 MOXKHA
JOCATHYTH LIBHIKOTO HAaBYaHHS HEMPOHHOI Mepexi. Y MNpakTWYHIA dacTHHI poOOTH OysM BHKOPUCTaHI IBI Bigomi Mozemi
MIPOTHO3YBAHHS Ta 3alpPONOHOBaHAa Po3pobieHa Mojnens. B pesynpTari ekcriepuMeHTy Oynu BU3HAUEHI YMOBH €KCILTyaTallii mpu
3aCTOCYBaHHI MOJielIeii IPOrHO3YBaHHSI.
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MOJIEINi IIPOTHO3YBAHHS; METOIH ONITHMI3aLil
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