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ABSTRACT

The study in the field of the structure of the processing architecture of a cybernetic suit for working with virtual reality was
conducted. Nowadays it is relevant to use such a systems to implement various scenarios of rehabilitation for people, as well as to
conduct possible training sessions for operators of mechanized devices and so on. The goal is to achieve the highest possible accura-
cy in repetition of the operator's movements, i.e. motion capture, at the lowest financial cost. The initial variant of the suit was creat-
ed on the basis of Arduino and Unity 3D for visualization. 3D human model based on quaternion is built in Unity 3D which repeats
all the real person twists and turns. But the first architecture had problems with performance and accuracy. A series of experiments
was carried out to improve the effectiveness of the cybernetic suit prototypes. Thanks to the introduction of the proposed new type of
architecture, namely the “controller-sensor”, it is possible to completely get rid of the inaccuracy of the received data from the sen-
sors. Also it allows removing the unauthorized change in the position of the body parts of the 3D model and increasing the overall
resistance and noise immunity of the product. Software based on the algorithm for processing data from gyroscope and accelerometer
sensors is presented, and the possibility of upgrading the design of the hardware part of the suit, aimed at optimizing the output char-
acteristics, is described. To achieve the goal the most stable and noise-resistant transmission of primary data from cybernetic suit to a
3D model with the minimum possible number of errors in the data transmission buses was obtained. As a result, the modernization of
the cybernetic suit for interaction with virtual reality has increased the accuracy of data from 66 % to 94.5 % and reduced the amount
of interference from 40.59 % to 5.5 %.
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INTRODUCTION, FORMULATION

OF THE PROBLEM implement character animation. This technology was

developed for the entertainment industry and is suit-

Twenty eight years ago, the computer cartoon
“Sinbad: Veil of Fog” was released on the big
screen. This is one of the first large-scale projects
using Motion capture technology [1]. This technique
is used to record the actions of actors, and then is
used in computer graphics. Since the human body is
as complex as the body of an animal, it is much eas-
ier and more convincing to record the actions of an
actor or stunt performer and reproduce them in a 3D
model than to reproduce and animate them from
scratch. The principle of operation of the motion
capture system using special equipment is as fol-
lows: a suit with special sensors is put on the per-
former. When he reproduces the necessary move-
ment, the data received from these sensors is entered
into a computer and converted there into a three-
dimensional model, in order to accurately reproduce
all the actions of the performer and based on this,
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able for controlling robotic mechanisms in areas
such as the mining industry. The problem with such
suits is their high cost and complexity.

Potential uses include:

1. People with physical disabilities or undergo-
ing rehabilitation after injuries / operations.

Often, a person who has received any kind of
injury and spent some time in bed rest may have a
rather low motivation for rehabilitation training or
exercise. If we add residual pain, muscle weakness,
and mental depression here, the motivation for reha-
bilitation is compromised. The cybernetic suit is de-
signed to raise the interest of a person with physical
disabilities or undergoing rehabilitation after injuries
or operations to perform various kinds of physical
movements by virtualizing the space around him.
Colorful worlds, objects that need to be reached or
caught, interaction with virtual entities can easily
distract a person from his pressing problems.
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A striking example is the distracting effect of play-
ing games to relieve a headache or a minor burn on
the body. Consciousness trivially switches from pain
to the mental powers required to perform certain
actions in the game world.

2. Cyber sportsmen

A cybernetic suit for interacting with virtual re-
ality should be classified as a device that transmits
contact sensations to the human body.

At the moment, a person receives about 95 % of
information through sight and hearing [2], and there-
fore vibration signals to the skin are not very in-
formative. Rather, they can be attributed to the feel-
ing of immersion in the virtual world - various
shocks or blows may well simulate the hit of a bullet
or arrow, which can increase the realism of the plot.

In sports, such a hardware and software product
can be used to obtain reliable information, for exam-
ple, on the work of gymnasts on sports equipment, in
order to create digital models for analysis, error de-
tection and development of training technologies.

3. Cadets who want to improve the quality of
training on virtual simulators through additional
muscle memory training.

For example, driving a car. Even the most theo-
ry-trained cadet is unlikely to be able to drive effec-
tively a vehicle. You need muscle memory. To ob-
tain it, it is possible to use a virtual space paired with
a cybernetic suit, where the world generation system
will simulate, for example, the roadway, and the suit
will transmit vibrations from movement and braking
to the cadet's body.

4. Operators of remote control of robotic devic-
es, telepresence

With the advent of the era of the so-called “In-
dustry 4.0”, robots begin to perform the main work
at industrial facilities [3]. In addition, robotization is
being introduced, for example, in medicine. For ex-
ample, the robotic-assisted surgical system “da Vin-
ci”, which is an apparatus for performing surgical
operations [4]? With the use of process virtualization
and the use of a cybernetic suit, it becomes possible
to perform the smallest details not with your own
hands, but with the help of machine manipulators.
Alternatively, when working as a camera operator in
hazardous areas of the mining industry, for example,
in uranium mines. Using a man-driven machine
from a safe place instead of a living miner signifi-
cantly increases efficiency and reduces the financial
cost of purchasing protective equipment for person-
nel.

Object of research: Cybernetic Suit Architec-
tures.

Subject of research: the process of transferring
primary data in a cybernetic suit from accelerometer,
gyroscope and bend sensors on a 3D model.

The purpose of the article is to conduct a
study in the field of the structure of the processing
architecture of a cybernetic suit for working with
virtual reality. The goal is to obtain the most stable
and noise-resistant transmission of primary data
from accelerometer, gyroscope and bending sensors
to a 3D model with the minimum possible number of
errors in the data transmission buses. It is proposed
to use the Unity 3D software environment [5] to vis-
ualize the data received from the accelerometer, gy-
roscope and bend sensors located on the suit. It is
necessary to achieve the highest possible accuracy in
repetition of the movements of the operator of the
suit at the lowest financial cost.

Tasks to achieve the goal:

1) Development of the initial version of the cy-
bernetic suit.

2) Analysis of series of experiments to improve
the performance of a cybernetic suit in the field of
transmitting data from sensors to a 3D model in Uni-
ty 3D.

3) Development of an improved hardware ar-
chitecture of the suit, contributing to an increase in
noise immunity and the integrity of the primary and
processed sensor data.

4) Creation of transmission of answers from the
virtual space to the person.

1. ANALYSIS OF EXISTING SOLUTION

There are two main types of Motion capture
systems [6]:

1. The use of special marking equipment to de-
tect the movement of the system. The actor puts on a
suit with sensors, performs the necessary actions,
stands in the agreed positions and reproduces the
necessary actions; the data from the sensor is rec-
orded by the camera and transmitted to the comput-
er, where it is transformed into a single high-
precision 3D model. Further, on the basis of this
model, the actions of the actor are reproduced in a
realistic manner, and then character animations are
created on its basis. This method also allows you to
reproduce the actor's facial expression.

2. Technology that does not require labeling,
special sensors or devices. The non-marking tech-
nology is based on computer vision and image
recognition technologies. An actor can be filmed in
any clothing, which allows filming complex actions
(running, jumping, etc.). An ordinary camera and
computer are used for recording. Examples of such
systems are solutions such as Leap Motion and Ki-
nect [7, 8].

Considering the existing analogs presented in
Table 1, we can note the high cost of finished sam-
ples.
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Table 1. Existing analogues of the system

Limited bod Transfer of the
. . Safety for the Y | answer from the | Constructor
Analogues Price | Ease of operation - movements of .
suit operator computer to the | of scenarios
the operator
operator
Low (We need a Works only in
Leap Motion/ | ~4000 | person who un- Safel frontal royec- Impossible None
MS Kinect v2 UAH derstands the y tiopn y P
system)
Motion Cap- High (Instruc- ”.fad'?‘“on
. ~8000 ; with signals .
ture Suit from tions for use None Missing None
. UAH . from IR
OptiTrack required) .
transmitter
Motion Cap- High (Instruc- Irradla}tlon
. 178000 . with signals .
ture Suit from UAH tions for use re- from IR None Missing None
NANSENSE quired) .
transmitter
Keywish Ges- High (Instruc- i
ture Motion 1376 tions for use re- Safely Onlyl the ope Possible None
. UAH X rator's hand
Tracking glove quired)
The proposed 4000 High (Instruc-
project of tions for use re- Safely None Possible Present
. . UAH -
Cybernetic Suit quired)

Source: compiled by the authors

Leap Motion / MS Kinect v2 is an emerging
motion capture technology for human-computer in-
teraction. It uses infrared cameras in its work to
track the movement of a person's fingers and hands,
as well as other objects with high accuracy. The
price of these devices is low. However, there are a
number of disadvantages. For example, the capture
of human movements can be carried out only in the
frontal projection of the camera. A person cannot
stand sideways to the device. In addition, devices of
this kind, in principle, are not capable of transmit-
ting any tactile responses to a person from the virtual
space.

Motion Capture Suit from OptiTrack [9] and
NANSENSE [10] are similar in design to the pro-
posed project, except that all sensors in such suits
use a WiFi network for data transmission, which
negatively affects humans due to the high radiation
of the transmitters. In addition, such suits are not
designed to transmit a response from a virtual envi-
ronment to a person, but only to collect data, which
makes them applicable only in the field of cinema-
tography and the gaming industry. The lack of re-
sponse from the virtual world does not allow one to
fully immerse oneself in the simulated situation,
navigate in artificial space and develop muscle
memory in the suit operator. In addition, the lack of
a modular design forces the user to purchase the en-
tire suit, even if only a part of it is required.

The Keywish Gesture Motion Tracking glove
[11] was developed by a team of enthusiasts. It reads

data from a single human hand. The proposed cy-
bernetic suit project has a similar glove built into the
system and which can be used separately if the user
wishes.

Moreover, all of the above analogs lack the so-
called constructor of scenarios for interacting with
the virtual environment. The constructor is a pro-
gram where the user can independently simulate and
customize the virtual environment with which he
would like to interact using a cybernetic suit or its
individual parts, and customize the cybernetic suit
according to his desires.

Today, manufacturers such as Vicon, Acty, Ad-
vanced Mechanical Technology, Motion Analysis,
PhaseSpace, Phoenix Technologies, and Polhemus
are leaders in the motion capture industry. For ex-
ample, the Vicon 8 system showed the best results in
terms of processing speed and material accuracy.

Vicon 8i is the second-generation product of the
V8 series and the first motion capture system de-
signed specifically for CGI animation. The system is
based on passive sensors and markers to indicate
critical areas.

The system is optimized for processing large
amounts of data; it can record the actions of multiple
actors.

Support 24 cameras to work; there is also the
possibility of real-time work. It also does not limit
the number of marks on the model. Usually about
120 markers are used. However, up to 400 markers
can be used offline.
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A certain quality of input data is required to de-
termine the actor's movement and avoid manual data
processing. The camera developed by Vicon Mcam2
serves as the source of information.

If we analyze all this from a physical point of
view, we can conclude that acoustic, magnetic, opti-
cal and mechanical motion detection systems are
widespread today. In a speaker system, a set of
acoustic sensors selects sound from a sound source
located on the actor. To determine the position of
each sound source in space, the distance between a
transmitter and multiple receivers is calculated. The
obvious disadvantage of this system is the influence
of noise sources and the limitation of the number of
sensors. The magnetic system is accurate and fast
enough to detect simple movement of an object. The
principle of operation is based on changing the posi-
tion of the magnet relative to the detector. Such a
system is relatively expensive, but it has many dis-
advantages associated with the possibility of over-
lapping magnetic fields, which are caused by differ-
ent magnetic structures and cause interference. Opti-
cal systems have become more user-friendly, but at
the same time more expensive due to the use of
high-definition cameras and sophisticated software.
At the same time, the technique worn by the actors is
very simple, does not hinder movement, has a spe-
cial mark and is monitored by the camera. In me-
chanical systems, sensors located on the human
body are used to determine the spatial position at
specific points. Such system is fairly easy to design,
but a wireless system is very expensive and can be
hazardous to health when exposed to ultra-high fre-
guency energy from a transmitter. The wired option
is the cheapest and most promising.

2. CIBERNETIC SUIT DEVELOPMENT
DESCRIPTION

2.1. Creation of the initial variant

The cybernetic suit, made on the basis of Ar-
duino [13] and a network of sensors located on the
human body, belongs to the first type and allows you
to get rid of the problem of finding the wearer of the
suit “in the lens” of other devices, for example, such
as Leap Motion. The sensors are accelerometers and
gyroscopes connected on one MPU6050 board [14]
and bend sensors based on an optocoupler [15].

The following lines represent the structure of
the suit:

1) “Head-Chest” (two accelerometers and gyro-
scopes located on the head and chest).

2) “Hand”, which is divided into a “Hand” (ac-
celerometer and gyroscope located on the wrist and
5 bend sensors attached to extremities of the fingers)

and “Elbow” (bending sensor, accelerometer and
gyroscope located on the elbow joint).

3) “Leg”, which is divided into “Foot” (accel-
erometer and gyroscope located on the foot) and
“Knee” (accelerometer, gyroscope and sensor bends
located at the knee joint) .

4) The central node, which is located on the
back in the waist area and includes an Arduino Mega
board with an ATmega2560 microcontroller, a
shield splitter and a TCA9548A 12C bus switch.

In addition to the development of the suit itself,
work was carried out to visualize the movements of
a person in a cybernetic suit on a computer screen.
The visualization process was carried out in the Uni-
ty 3D programming environment.

To establish contact between Unity 3D and Ar-
duino, a special sketch was written for the AT-
mega2560 microcontroller, which allows the Ar-
duino board to send data from all sensors of the suit
to the Serial port. Data transfer is carried out using a
USB cable. The programming language is C#. Re-
ceiving data in Unity 3D is carried out by the Re-
ceiver class, which opens a connection to a COM
port to which a cybernetic suit is attached and reads
data, and their further distribution to other classes of
a 3D human model has arrived. The 3D model itself
repeats all the twists and turns of a real person. Each
class, which is responsible for one or another part of
the body, is equipped with a condition for checking
the correspondence of the received data using a
check number. If the number corresponds to the
class, the data obtained using mathematical expres-
sions turns into quaternion’s, a system of hypercom-
plex numbers that form a vector space of dimension
four over the field of real numbers. Each axis of the
Cartesian space has its own quaternion.

At first, when the cybernetic suit was connected
to the 3D model, the limbs of the latter bent at un-
natural angles; it looked a bit like the reflection of a
real person. The body parts of the 3D model were
calibrated in stages, with the sequential inclusion of
one body part after another. To eliminate distrac-
tions, such as transferring data from sensors of body
parts that were not used during calibration, their
reading and subsequent data transfer were turned off
at the software level. As a result, per unit of time,
only that part of the model with which the calibra-
tion manipulations were carried out was in the
“working” state. By performing multiplication by
minus one with the angles of inclination along the X,
y or z axes, application or subtraction of integers
selected experimentally, it was possible to minimize
the false bends of the limbs of the model, or com-
pletely get rid of them.
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The following sections 2.2-2.6 provide an over-
view of the hardware solutions used in the develop-
ment of the cybernetic suit.

2.2. MPU-60X0 Overview

A MPU-60X0 on 0 is the world's first integrat-
ed 6-axis motion tracking device. It integrates a 3-
axis gyroscope, a 3-axis accelerometer and a digital
motion processor (DMP) in a small 4x4x0.9mm
package. It uses a dedicated 12C sensor bus to direct-
ly accept input from an external 3-axis compass to
provide a complete 9-axis MotionFusion output.

MPU-60X0 enables manufacturers to eliminate
costly and complex selection, integration and inte-
gration at the discrete device system level, and en-
sure the best motion for consumers. MPU-60X0 is
also designed for non-inertial digital sensors, such as
the pressure sensor on its auxiliary 12C port.

MPU-60X0 has three 16-bit analog-to-digital
converters (ADC) for digital gyroscope output, and
three 16-bit ADCs for digital accelerometer output.
The built-in 1024-byte FIFO allows the system to
read sensor data in bursts and go to sleep when the
MPU collects more data, thereby helping to reduce
power consumption. MPU-60X0 has all the neces-
sary on-chip processing components and a sensor
required to support many motion-based use cases,
uniquely supports the use of low-power Motionin-
terface applications in portable applications, and re-
duces CPU processing requirements. With its built-
in MotionFusion output, the DMP of the MPU-60X0
removes the MPU-6050 from the computationally
intensive MotionProcessing requirements of the
MPU-6050, minimizing the need to frequently poll
the motion sensor output.

To provide flexibility in power supply, MPU-
60X0 operates within the VDD supply voltage range
of 2.375 to 3.46 V. In addition, MPU-6050 has a
VLOGIC reference pin, which determines the logic
level of the 12C interface.

Xaccel Interrupt

status
/ 'I \| FIFO AD0
X gyro /
\ Sensor

‘l Y oyro ’ registers

o ]

Clock

12/ SPI | __—» SCL/SCIK

% interface [~ SDA/SDI

Self-Calibration
Signal Processing

Digital INT
motion
processor

Config
registers

Fig. 1. MPU-60XO0 structure

Source: compiled by the authors

2.3. Gyroscope features

The three-axis MEMS gyroscope in MPU-60X0
has a wide range of functions:
1) Digital output X-axis, Y-axis and Z-axis an-

gular velocity sensors (gyros), with user-
programmable £250, £500, £1000, and £2000 °/s
full ranges.

2) The external synchronization signal connect-
ed to the FSYNC pin supports image, video and
GPS synchronization.

3) Integrated 16-bit ADC supports simultaneous
scanning of gyroscopes.

4). Improved sensitivity offset and temperature
stability reduces the need for user calibration.

5) Improved performance of low frequency
noise.

6) Digital programmable low pass filter.

7) Gyro operating current: 3.6 mA.

8) Standby current: 5 mA.

9) Factory-calibrated sensitivity factor.

10) User self-check.

2.4. Network compressing routine

The three-axis MEMS accelerometer in MPU-
60X0 provides multiple functions:

1) Three-axis accelerometer with digital output
and programmable full-scale values of £+ 2 g, + 4 g,
+8g,and+ 16 g.

2) The integrated 16-bit ADC allows the accel-
erometer to be sampled simultaneously without the
need for an external multiplexer.

3) Normal accelerometer operating current: 500
mA.

4) Low-power accelerometer: 10 mA at 1.25
Hz, 60 mA at 20 Hz, 110 pA at 40 Hz.

5) Direction detection and alarm.

6) Touch recognition.

7) User programmable interrupt.

8) User self-check MPU-6050.

2.5. Motion processing

Motion processing is the process of recogniz-
ing, measuring, synthesizing, analyzing and digitiz-
ing the movement of objects in three-dimensional
space. It combines units with digital processing and
motion-based applications to enable consumer de-
vices to easily integrate motion while meeting key
requirements for cost, size, reliability, and battery
life [16].

1) The internal Digital Motion Processing
(DMP) engine supports 3D motion processing and
gesture recognition algorithms.

2) MPU-60X0 collects gyroscope and accel-
erometer data, and synchronizes data sampling at a
user-defined rate. The complete data set of MPU-
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60X0 includes 3-axis gyroscope data, 3-axis accel-
erometer data and temperature data. The calculated
MPU output to the system processor may also in-
clude heading data from a third-party digital 3-axis
magnetometer.

3) The FIFO buffers the entire data set and re-
duces the clock requirements of the system proces-
sor by allowing the packet processor to read FIFO
data. After reading the FIFO burst data, the system
processor can save power by entering a low-power
standby mode while the MPU collects more data.

4) Programmable interrupt supports gesture
recognition; panning, zooming, scrolling, touch de-
tection and camera shake detection functions.

2.6. 12C interface

One of the modern communication interfaces is
12C, the two-wire interface composed of serial data
(SDA) and serial clock signal (SCL). In the general
implementation of the 12C interface, the connected
device can be a master device or a slave device [16].
The master will place the slave address on the bus,
and the slave with the appropriate address will con-
firm the master. When communicating with the sys-
tem processor, MPU-60X0 always acts as a slave
device, so it acts as a master device. SDA and SCL
lines usually require pull-up resistors for VDD. The
maximum bus speed is 400 kHz.

2.7. Experiments to improve the
performance of the cybernetic suit

As mentioned earlier, at first the suit was a fair-
ly simple architecture with a set of sensors and a
microcontroller serving them. Experiments in the
performance of accelerated physical exercises re-
vealed speed limitations in the operation of the
equipment due to incorrect reading from the sensors
of the values of the position of human body parts in
space, which required changes in the hardware and
software.

The first prototype of the suit consisted of a
system of 10 MPUG6050 accelerometer and gyro sen-
sors, 14 optocoupler-based flexure sensors, a
TCA9548A 12C digital bus switch, and an AT-
mega2560 microcontroller. The microcontroller took
turns interrogating all 10 accelerometers and gyro-
scopes, simultaneously converting the primary data
into a value along the x, y and z axes. Flex Sensors
have not been tested. During the calibration of the
obtained data in the Unity 3D environment, it was
possible to transfer the movement of human limbs to
a 3D model. However, distortions of the obtained
data were noted: the limbs of the model bent sponta-
neously and after a while their positions did not cor-
respond to the real position of the sensors on the
suit. The reason was determined by the switch of the

digital 12C bus, and its inability to process 10 sen-
sors of accelerometers and gyroscopes at once, as a
result of which incorrect data from the sensor ap-
peared. The decision was made to eliminate the
switch by processing each limb with an intermediate
microcontroller. As a result, the collecting center
began to consist of four Arduino Nano boards and
one Arduino Mega, but it was not possible to get rid
of the obstacle. The problem was found in the li-
brary of the MPUG6050 sensor, namely, incorrect
mathematical processing of primary values.

2.8. Controller-Sensor Architecture

The third prototype used another library based
on the interrupt system, which “stopped” the sensor
until the moment when the collecting microcontrol-
ler will not ask it for new values. The hardware de-
sign has not undergone any special changes. How-
ever, the prototype did not make it to experiments:
intermediate controllers were unable to work cor-
rectly with two sensors at the same time. But during
the work, high accuracy was noted in working with
one sensor. The data was stable. It was decided to
use the controller-sensor communication with the
interrupt system. During January-February 2021,
new suit architecture was formed from scratch,
which can be seen on Fig. 2: now each sensor has its
own processing controller, installed with it in the
same case. In total, there are seven such local cases:
head, elbows, knees and feet.

D——————-_..D/

Fig. 2. Location of sensors on the human body
Source: compiled by the authors

In the Fig. 3, these local enclosures are located
in the far parts of the architecture and are represent-
ed as N.Slave + MPU. The Slave prefix means that
this device is a slave in the RS-485 communication

24 Information technologies and computer systems

ISSN 2663-0176 (Print)
ISSN 2663-7731 (Online)



Herald of Advanced Information Technology

2022; Vol. No.1:19-31

protocol and is under the control of the master,
namely N.Master. The master itself, namely the
N.Master, communicates with the Arduino Mega,
which is already part of the gathering center.

MPU N.MASTER | MPU

N.SLAVE UART N.SLAVE

RS-485 1 UART T | UART [ RS-485
4| NMASTER | | MEGA | | NvAsTER I—

UART

N.SLAVE

MPU

N.MASTER

RS-485

N.SLAVE N.SLAVE || N.SLAVE

| MPU | MPU

|MPU| |MPU|

Fig. 3. Cybernetic suit architecture
Source: compiled by the authors

The torso sensor has been moved to the collect-
ing center. The assembly center of the suit has also
received significant changes: the number of pro-
cessing and connection boards has doubled to two
Arduino Mega and six Arduino Nano (one of them is
tied to the processing of the torso sensor).

Also experimentally, the optimal speed of the
collecting center for communication with Unity 3D
was established — 115200 baud per second.

The torso sensor has been moved to the collect-
ing center. The assembly center of the suit has also
received significant changes: the number of pro-
cessing and connection boards has doubled to two
Arduino Mega and six Arduino Nano (one of them is
tied to the processing of the torso sensor).

In the Fig. 4 shows a general view of a cyber-
netic suit on a person.

The modernization resulted in the following:

1) Provided easy access to the internal elements
of the enclosures.

2) The architecture of the costume received a
modular design and the autonomous operation of its
parts.

3) All systems and subsystems have become in-
terchangeable and have the same code, which allows
in the event of failure of one of the controllers to
quickly replace it with a new one.

4) Thanks to the use of a high-precision code
for processing the primary data of accelerometers
and gyroscopes, it was possible to get rid of the in-
terference.

Fig. 4. View of a cybernetic suit on a person
Source: compiled by the authors

5) An external power supply was added, due to
the increase in current consumption, which excluded
the failure of the computer's USB bus voltage stabi-
lizer.

6) Distribution of tasks within the system has
increased its stability.

Currently, there are some failures in data trans-
mission inside the suit, the cause of which has al-
ready been determined (inconsistency of time delays
in the RS-485 buses) and will be eliminated in the
near future.

2.9. Software

As mentioned earlier, the first prototype of the
cybernetic suit consisted of 10 accelerometer and
gyroscope sensors, an 12C bus switch, and an AT-
mega2560 microcontroller.

The software for this version of the suit consist-
ed of the following steps:

1) Creation of MPU6050 sensor objects — at
this step, the system loaded the number of sensor
objects with which it later needed to work.

2) Initialization of MPU6050 objects — launch-
ing sensors, sending commands to access the loaded
software of microcontrollers of the sensors them-
selves for subsequent calibration of acceleration and
location relative to the x, y and z axes.

3) Calibration of values — mathematical calcula-
tion of the current position of the sensor relative to
the x, y and z axes, and the calculation of coeffi-
cients for correct operation with the data received
from the sensor.

4) Direct start of counting values from sensors.
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According to the structure of the 12C bus, two
identical device addresses cannot be simultaneously
on the data line. The MPUG050 sensor is capable of
either 68 or 69 address. This inconvenience limits
the use of more than two MPUG050 devices on one
12C bus at the same time. To eliminate this problem,
a TCA9548A digital 12C bus switch was used.

12C multiplexer (switch, expander) TCA9548A
is designed to solve the problem of connecting sev-
eral 12C devices with the same addresses or having
different voltages of logic signals to one microcon-
troller. The device allows full control over the pro-
cess of access of the master to the slaves via the 12C
bus.

The multiplexer is connected via the 12C bus to
the microcontroller (master), and the sensors and
modules (slaves) are connected to the multiplexer
ports. Thus the multiplexer acts as an intermediary
in the exchange of data between the master and
slaves. First, you need to go to the multiplexer ad-
dress (by default 0x70) and write the port number
you want to work within the multiplexer configura-
tion register. You can specify several ports at once.
The active port number is determined by one in the
corresponding register bit. For example, 00000100
means the third port will become active.

Further, the work is carried out in the same way
as if the slave was connected directly to the micro-
controller. That is, you can use the familiar libraries
and refer to the address of the slave device (display,
sensor, etc.).

If it is necessary to switch to another device,
then for this it is enough just to write the number of
the desired port into the multiplexer register.

It should be noted that if the address of any pe-
ripheral device matches the address of the multi-
plexer, then it is necessary to change the multiplexer
address using ports Al, A2, A3.

In addition, the multiplexer can operate as a
logic level converter independently for each channel.

Based on the principle of operation of the
TCA9548A switch, the ATmega 2560 microcontrol-
ler processed only one of 10 MPU6050 sensors at a
time, while the rest were in the “sleep” mode, wait-
ing for the multiplexer to access them for a new por-
tion of data. The traversal time for all 10 sensors
took about 10 milliseconds, which was an extremely
high processing speed.

However, as noted earlier, this version of the
software could not prove itself due to low reliability.
During testing and debugging, an unauthorized in-
crement of values along the z axis was noticed.

The software for the second prototype of the
suit was supplemented with four reseller microcon-
trollers, namely the ATmega328 / P. The AT-
mega328 / P are a microcontroller of the AVR fami-

ly, like all the others, it has an 8-bit processor and
allows you to execute most of the instructions in one
clock cycle.

Each of the four ATmega328 / Ps was connect-
ed to a pair of MPUG050 sensors, with addresses 68
and 69 respectively. Communication was carried out
via the digital 12C bus. The task of the ATmega328 /
P was to convert the received data from the
MPUG050 microcontrollers into ready-made values
along the x, y and z axes, and then send them to the
central ATmega2560 controller. Communication
with the ATmega2560 was carried out via the analog
UART bus.

A universal asynchronous receive transmitter
(UART) is a computing device node for communi-
cating with other digital devices.

Serializes the transmitted data so that it can be
transmitted to another similar device over a physical
digital line. This transformation method is well
standardized and widely used in computer science.

UART is a logic circuit that, on the one hand, is
connected to the bus of a computing device, and on
the other hand, has two or more pins for external
connections.

Data transfer to the UART occurs one bit at
regular intervals. The time interval is determined by
the specified UART speed and is specified in baud
rates for a specific connection.

For the safety of data transmission, at the be-
ginning of each data transmission from the AT-
mega328 / P, the system added some personal char-
acter. Each ATmega328 / P had a unique symbol
and was not repeated anywhere.

As a result of this circuit, the load on the AT-
mega2560 central microcontroller has been signifi-
cantly reduced. However, this concept could not
eliminate the unauthorized increase in values along
the z axis. As stated above, the problem was in the
base library MPU6050.

The third prototype used a library used primari-
ly for software for light aircraft such as drones. The
principle of data counting in this library is based on
the DMP interrupt system.

DMP refers to the processor built into the
MPUG050 that can directly compute the quaternion
and position without the need for additional math
operations. The use of DMP greatly simplifies the
development of 4-axis code. DMP stands for Digital
Motion Processor. As the name suggests, the
mpu6050 is not just a sensor, it also contains a pro-
cessing unit that can independently execute the ori-
entation calculation algorithm. For example, the ad-
vantages of using DMP to implement an algorithm
for combining sensors in a design are obvious. The
position computation algorithm implemented by
DMP relieves the microcontroller of the pressure of
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the algorithm processing. What the microcontroller
has to do is wait for the external interrupt generated
after the DMP computation completes and read the
position computation result in the external interrupt.

The single-chip microcomputer has a lot of time
for other tasks such as controlling motor speed,
which improves the system's real-time performance.

MPUG6050 initialization steps when using an in-
terrupt-based library:

1) Initialization of the interface in 12C. Initializ-
ing SDA and SCL data lines connected to the
MPUG6050.

2) Reset the MPUG050 so that all registers in-
side the MPUGO050 are restored to their default val-
ues. After reset, restore the default power register
and then wake up the MPUG050.

3) Setting the full scale range of the gyroscope
sensor and accelerometer.

4) Setting the full range of the two sensors, re-
spectively, via the gyroscope configuration register
and the acceleration sensor configuration register.

5) Set other parameters, disable interrupt and
disable 12C and FIFO interface, set gyroscope and
accelerometer sampling rate.

6) Configuring interrupts, 12C interface and
FIFO.

7) Configure the system clock source.

8) Activation of the yaw rate sensor (gyro-
scope) and the acceleration sensor.

The suit's architecture with the interrupt system
allowed for extremely accurate calculations of the
sensor values along the x, y and z axes. The DMP
sensor is operated by the ATmega328 / P. Commu-
nication between the ATmega328 / P and the con-
troller intermediaries is carried out via the RS-485
interface.

RS-485 is used to exchange data between sev-
eral devices over a two-wire communication line
(twisted pair) in half duplex mode. Transmission
occurs simultaneously in only one direction. Recep-
tion is not possible. To receive data, the transceiver
must switch to receive mode.

In terms of electrical characteristics and com-
munication principles, RS-422 is fully compatible
with RS-485, but in full duplex mode. One twisted
pair is always used for receiving data and the other
for transmitting data.

The principle of operation with data transmis-
sion via RS-485 is like the UART protocol: at the
beginning of sending data, there is the address of the
device from which the intermediary device, or mas-
ter, wants to read the data. Further, the receiving
device, which is also a slave, receives the address
and verifies it with its own. If the address is correct,
the slave sends the data to the master in fractional

format. It is possible to transmit only 8 bits of in-
formation per unit of time via RS-485, and since the
fractional value along the x, y and z axes occupies
32 bits in memory, the system divided the data into 4
parts and sent them to the successors. After that, the
intermediaries transfer the finished data to the AT-
mega2560, where they format and collect data from
all sensors, and send them to Unity3D.

3. PRODUCT RESEARCH RESULTS

A series of experiments was carried out to eval-
uate the effectiveness of the robotic prototypes of
the cybernetic suit.

The robot of the first prototype of the cybernet-
ic suit was grounded on a digital bus switch 12C
TCA9548A. Were used eight sensors of the accel-
erometer and gyroscope in the commutate, two of
them were processed directly by the Arduino Mega
board. Efficiency testing was carried out with the
help of the built-in middleware of the Arduino IDE.
In the course of experiments, the speed of data ex-
change between the cybersuit picking center and
Unity 3D reached 9600 baud per second. The num-
ber of data in one iteration of processing is 10 values
of the x-axis, 10 values of the y-axis and 10 values
of the z-axis, a total of 30 values of the y-axis of the
fractional number format.

In the data parsing process, a mimic increment
of all 10 z-axis values was assigned. After 2-3 itera-
tions of the microcontroller, the z-axis value was
increased by one unit. If you take all 30 values,
which are seen by the microcontroller of the select-
ing center, as 100 %, then the overshoot, which is
measured, becomes one third of the given values,
which is, rounded 33 %. Also, the correctness of the
data can be roughly estimated at only 66 %. In addi-
tion, the architecture of the first prototype did not
allow for an increased number of sensors and did not
allow access to the hardware architecture of the suit.

The hardware and software architecture of an-
other prototype cybernetic suit was grounded on the
UART protocol (Universal asynchronous receiv-
er/transmitter) and on the Arduino Nano intermedi-
ary boards, the skin of which completed one specific
technique. Two sensors of the “Head-Chest” line
were used in the main Arduino Mega board, as in the
first prototype. Efficiency testing was carried out
with the help of the integrated middleware of the
Arduino IDE and the Saleae logic analyzer. During
the analysis, the speed of data exchange between the
cybersuit selection center and Unity 3D varied be-
tween 9600 and 115200 baud per second, the best
speed was experimentally set to 9600 baud per sec-
ond. With increased speed of exchange, the freezing
of Unity 3D software was noted, as well as a strong
jam in the new pack of data from the select center.
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The number of data in one iteration of processing
was left unchanged — 10 values of the x-axis, 10 val-
ues of the y-axis and 10 values of the z-axis, a total
of 30 values of the fractional number format. The
address of the limbs is not indicated.

In the process of data parsing, the same invol-
untary increment of all 10 values of the z axis, which
is in the first prototype, was noted. After 2-3 itera-
tions of the microcontroller, the z-axis value was
increased by one unit. In addition, in the buses, the
data exchange UART between the intermediary
boards and the central board began to prevent the
creation and loss of data along all axes of all finite-
ness. With an average count of interference from 3
to 17 distortions and losses can be noted per 100
iterations of the collecting center. If we take all 30
values, which are seen by the microcontroller of the
selecting center, as 100 %, then the average incre-
ment on the z axis becomes one third of the given
values, which is, rounded, 33 %.

Therefore, the correctness of the data can be
rounded up to 66 % on the x and y axes, assuming
there is no interference or distortion. Given the
above observation, it can be noted that the correct-
ness of the values of the x-axis and every 100 itera-
tions in the presence of interference is from 27.4 %
to 32.01 % of the initial 33 %. Summing up, it can
be noted that the overall accuracy of the data of the
second prototype averaged 59.41 %. In addition, the
second prototype retained the design flaws of the
first prototype, namely, it did not involve an increase
in the number of sensors and did not allow quick
access to the elements of the suit's hardware archi-
tecture.

As it was planned earlier, the hardware and
software architecture of the third prototype of the
cybernetic suit was redesigned for the new concept
“Controller — sensor”. This concept conveys that the
skin sensor of the cybernetic suit is re-equipped with
only one microcontroller. Like a microcontroller, the
Arduino Nano wins. The given architecture includes
the high migration to the microcontroller and allows
the center, whatever it chooses, to implement only
the functions of selecting data from the existing mi-
crocontrollers and the power of them in Unity 3D. In
addition, in the third prototype, the MPU6050 6of
library was introduced by Erik Oliman, as he knew
his position in unmanned aerial vehicles and drones.
The work of the library is characterized by 99.99%
accuracy of data along the x, y and z axes. When the
new high-current algorithm was stopped, it was nec-
essary to allow a involuntary increment value along
the z-axis and turn off the presence of the transfer of
ready data on the side of the microcontroller-
intermediary. For the collection of ready-made data,
the selection center uses the last peripheral interface

SPI (Serial Peripheral Interface), which allows the
central microcontroller to process an independent
number of intermediaries.

In the initial version of the third prototype in
the collecting center, distortions of all values along
the x, y and z axes were noted. To eliminate them, a
system of digital filters was introduced. The task of
the filters is to check each value for a sharp increase
or decrease in the number compared to the previous
one.

Also, filters do not allow value types such as: —
0.00; 0.00; —180.0; 180.0. However, the filter system
is not able to catch a value type like “nan”. The fre-
quency of occurrence of “nan” per hundred itera-
tions of all values is from 2 to 9 units, which is from
2 to 7 %. From this we can conclude that the overall
correctness of the data is on average 94.5 %. In addi-
tion, the new “Controller — Sensor” architecture al-
lows you to quickly access the elements of the suit's
hardware architecture.

As a result, the modernization of the cybernetic
suit for interaction with virtual reality has increased
the accuracy of data from 66 % to 94.5 % (Fig. 5).

Number of obstacles per 100 iterations

The third prototype . 5,50%
Tosseondpmichpe _ e
R S _ 33%

0% 5% 10% 15% 20% 25% 30% 35% 40% 45%

Fig. 5. Number of interference per 100 iterations
Source: compiled by the authors

As well as reduced the amount of interference
from 40.59 % to 5.5 % (Fig. 6).
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Fig. 6. Number of correct values

per 100 iterations
Source: compiled by the authors
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4. DISCUSSION

Motion capture technology is widely used in the
field of cinematography and recording of in-game
clips and so-called cutscenes. With its help, it is
much easier for computer animation specialists to
create the movements of the heroes of films and
games, since they do not spend a lot of time drawing
all the movements from scratch. As mentioned earli-
er, there are several types of Motion capture, from
optical to gyroscopic, which ultimately boils down
to one thing — 3D character models. The only signif-
icant difference between the systems from each oth-
er is their cost. In the competitive analysis, some of
the most well-known prototypes of Motion capture
suits were considered, from which it can be seen that
it is rather problematic to purchase such a product
for a commercial organization of middle and lower
level, especially if such a product is needed for sea-
sonal use. The project proposed by us is spared the
problem of high cost, since it uses publicly available
Arduino elements and parts in its work. Based on the
low cost, about 4-5 thousand UAH, the project can
be purchased by anyone and customized to his or her
needs. In addition, due to the modular layout of the
system, it is possible to use individual parts of the
suit, for example, the wrist, without losing efficien-
cy. Each part of the suit is completely independent,
be it an arm, a leg, or a combination of both. As a
result, of the modernization of the third prototype of
the cybernetic suit, in case of failure of any of the
system elements, it can be quickly replaced by
changing the control board or sensor and / or rewrit-
ing the control code.

Also, based on the initial idea of creating a de-
vice for interacting with the virtual space, the cyber-
netic suit is planned to be divided into two subsys-
tems: reading and receiving. The reading subsystem
will be responsible for scanning the position of hu-
man body parts in space and sending information to
a 3D model in the Unity 3D development environ-
ment. The receiving subsystem will have to receive
responses from various objects in the simulated vir-
tual space in Unity 3D, including from the afore-
mentioned 3D model, and, in the event that the 3D
model has physical contact with any object in the
virtual space, transmit them to a person by turning
on sensors built into the cyber suit in those places

with which contact occurred in the virtual space.
Example: A ball has been launched into a 3D model
in virtual space. The ball hit the 3D model in the left
shoulder. The system considered the place of physi-
cal contact between the 3D model and the ball, and,
after checking the matrix of response sensors on the
suit, transmitted a signal to activate the part of the
matrix that is responsible for the left shoulder of the
suit. As a result, the suit operator will feel the vibra-
tion on his left shoulder. Response sensors will be
represented by vibration sensors and Peltier ele-
ments.

CONCLUSIONS

The presented work considered information on
the initial version of the cybernetic suit, its first
hardware and software architecture, presented an
analysis of series of experiments to improve the per-
formance of the cybernetic suit in the field of trans-
mitting data from sensors to a 3D model in Unity
3D. As a result, due to the introduction of a different
mathematical processing part, it was possible to sig-
nificantly increase the accuracy of the “raw” data
received from the accelerometer and gyroscope sen-
sors, and also, due to the parallelization of the data
reading and processing process, to reduce the load
on the collecting center.

In the process of developing a cybernetic suit
for interaction with virtual reality, designed to im-
plement various scenarios of a rehabilitation nature
for people in a post-traumatic situation, as well as to
conduct possible training sessions for operators of
mechanized devices to obtain muscle memory and
the effect of telepresence, research in the develop-
ment of a new cybernetic suit architecture, its de-
bugging, solution and elimination of emerging diffi-
culties and problems was carried out. Thanks to the
introduction of a new type of architecture, namely
the “controller-sensor”, it was possible to completely
get rid of the inaccuracy of the received data from
the sensors, remove the unauthorized change in the
position of the body parts of the 3D model and in-
crease the overall resistance and noise immunity of
the product.

The work on the project was carried out thanks
to the support of the Gamehub laboratory of the In-
stitute of Computer Systems of the Odessa Poly-
technic State University.
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AHOTAIIA

[IpoBeneHo MOCHiKEHHS B Taly3i CTPYKTYPH apXiTeKTypH KiOEpHETUIHOTO KOCTIOMA ISl POOOTH 3 BIpTYaIbHOKO PEaNbHICTIO.
Ha naHmii yac akTyaJbHUM € BUKOPHCTaHHS TaKMX CHCTEM IS peaizalii pi3HUX CIleHapiiB peadinmiTamii Jfoaei, a TaKoX I Ipo-
BEJICHHSI MOXKJIMBHX 3aHATH 3 HABYAHHS OIEPATOPiB MEXaHI30BaHUX MPHUCTPOiB TomIo. Lk mossirae B ToMy, 1100 JOMOTTHCS MaKCH-
MaJbHO MOJKJIMBOI TOYHOCTI IOBTOPEHHSI PYXiB OIepaTopa, TOOTO 3aXOIUICHHS pyXy, P HaliMeHIInX (iHaHCOBUX BUTpaTax. [loua-
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TKOBHI1 BapiaHT KOCTIOMa CTBOpIoBaBcst Ha 6a3i Arduino ta Unity 3D mis Bizyamizanii. TpuBuMipHa MOJENb TIOAWHY Ha OCHOBI KBa-
TepHioHy nodyznosana B Unity 3D, sika MOBTOpIOE BCi TOBOPOTH peanbHOI JIIOAUHA. AJle Iepiia apXiTeKTypa Maja mpoOJieMH 3 Ipo-
IYKTHBHICTIO 1 TouHicTIO. Bysi0 mpoBeneHo cepilo eKCHepUMEHTIB LI0/0 MiABUIICHHS e(EeKTHBHOCTI MPOTOTHINB KiOEpHETHIHOTO
KOCTIOMa. 3aBASKH BIIPOBaPKEHHIO 3aIIPOIIOHOBAHOIO HOBOT'O THUITY apXiTEKTYPH, a CaMe «KOHTPOJICP-IaTuUK», BAAETHCS TOBHICTIO
1030aBUTUCS HETOYHOCTI JAHUX BiJl NaT4uKiB. Takox J03BOJIsIE MPUOpATH HECAHKIIOHOBAHY 3MiHY IOJIOKEHHS 4acTUH Kopmycy 3D
MOJIeNTi Ta MiABUIIUTH 3arajibHy CTIMKICTh Ta MEPEIIKoI03axXHIIeHICTh BUpoOYy. [IpeacrasieHo mporpaMHe 3a0e3neUeHHS, 3aCHOBaHE
Ha aJITOpUTMi 00pOOKY JaHMX i3 JaTYHMKIB TiPOCKOIA Ta aKCeJICPOMETPA, Ta ONMUCAHO MOKIIMBICTh MOAEpPHI3amil KOHCTPYKIIIT armapar-
HOI YaCTHHU KOCTIOMa, CIIPSIMOBaHy Ha ONTHMI3allif0 BUXIHIX XapaKTepUCTHK. J[I1 JOCATHEHHS METH OyJI0 OTPUMaHO MaKCHMallb-
HO CTa0lIbHY 1 NMEPeNIKOAOCTIHKY Iepeady NepBHHHAX JaHUX 3 KiOEpHETUIHOTo KOcTIoMa B 3D-Mozens 3 MiHIMaJIbHO MOJKJIBOIO
KIJBKICTIO IOMIJIOK Y IIMHAX Hepeadi JaHux. B pesynasrari MopepHi3amis KiOepHETHYHOTO KOCTIOMA ISl B3a€MOJIT 3 BipTyaJIbHOIO
PCanbHICTIO JO3BONMIIA i ABUIIUTH TOUHICTh JaHUX 3 66 % 10 94,5 % Ta 3HU3UTH KiIbKicTh nepemmkon i3 40,59 % no 5,5 %.
Kirouosi ciioBa: Arduino; saxoruieHHs pyxy; BipTyanbHa peanbHicts; Unity 3D
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