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ABSTRACT

Early testing of the reliability of functioning, performed before the occurrence of critical emergency situations, plays an important role
in the theory and practice of monitoring and diagnosing various technical systems, including computer distributed information systems.
Many checking and diagnostic methods directly or indirectly use the energy characteristics of systems, that are directly related to the work
they execute, that is, their performance. The proposed elements of the technology of behavioral energy-consumption testing are based on the
corresponding models and methods, supplemented by the registration and analysis of inertial temperature and operational volt/ampere char-
acteristics of the test behavior of systems, at the model level represented by extended energy-consumption Petri nets. The elements of behav-
ioral testing technology, proposed in this work, are distinguished by an additional set of calculated and empirical boundary temperature and
volt/ampere characteristics of both systems and their components. These characteristics represent states/vertexes, positions/transitions, frag-
ments and scenarios of operation, that are critical in terms of energy consumption, which gives grounds for their monitoring. A feature of
these elements of the technology is also the possibility of determining and using natural identifying properties of energy characteristics in
behavioral testing, which allows them to be used in check and recognition experiments for the reliability of functioning, both independently
and in conjunction with behavioral analysis. The use of additional analysis of energy consumption by temperature and volt/ampere character-
istics, as part of complex testing technologies and automatic systems of technical diagnostic, based on them, makes it possible to increase the
efficiency, completeness and flexibility of behavioral online and offline testing for computer distributed information systems.
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INTRODUCTION account the features of architecture, technology, lev-
el, decomposition. Their methodological division
into two basic classes is preserved: structural [18,
19] and functional [20, 21] classes, and, as a rule,
complexes [22, 23] of different methods are used in
implementations. The rapid growth in the degree of
integration of technological components of DIS often
does not give an idea of their internal structure, being
limited to the functional and information specifications
of certain presentation levels [24]. As a result, both the
design of DIS and testing in its composition, with rare
exceptions, for example, FPGA [25, 26], are significant-
ly shifted from logical-electrical to architectural, system-
functional levels [27, 28] and use complex technologies
[29, 30] based on models and calculi of different classes.

A natural characteristic of the reliability of the
functioning of the DIS component is temperature or en-

Existing and prospective computer systems, in-
cluding distributed information systems (DIS) [1, 2],
are characterized by high complexity, a wide variety
of architectures, technologies, diversity and ubiquity
of application, high importance and criticality of the
tasks being solved [3, 4]. Moreover, these properties
develop exponentially [5]. In this regard, the need
for advanced development of means to ensure the
reliability of functioning [6, 7] of DIS, including
testing methods [8, 9], [10], technologies and auto-
mated systems for technical diagnostics [11, 12],
[13], is obvious.

There are and continue to appear various meth-
ods of offline [14, 15] and online testing [16, 17]
computer systems, which significantly take into of
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respectively, inertia and efficiency [31, 32]. Recent-
ly, these characteristics of DIS, often left without
due attention, due to the growing interest in “green”
technologies and energy saving [33, 34] are included
among the most important for design and testing.
Moreover, the emphasis is primarily on dynamic
modes and transient states/processes of DIS compo-
nents, including switching [35, 36], [37], which is
typical for both structural [18, 19] and functional
[20, 21] design and testing methods.

As noted, for real large systems, complex de-
sign and testing technologies are the most effective
[29, 30], various interrelated methods of which take
into account as much as possible all the information
available in the input specifications about the archi-
tecture, technologies, operation, information struc-
tures of DIS and their components. In this case, it
becomes possible to use information about the calcu-
lated and empirical energy characteristics of the DIS
components in the most complete, diverse, in statics
and dynamics.

The generality and compatibility of energy-
loaded structural and functional models and methods
of upper levels in complex technologies make it pos-
sible to expand them both for offline and online test-
ing [38, 39]. This significantly expands the methodo-
logical basis for building design and testing tools,
including automatic systems of technical diagnostics.

Thus, it is of interest to further develop just
such a complex technology of behavioral energy-
loaded testing of DIS components, based on meth-
ods for checking and recognizing their reliable func-
tioning, taking into account energy consumption and
extended energy-loaded Petri nets [40, 41].

1. GOAL, PROBLEM TASKS

The goal of the work is to increase the efficien-
cy, completeness and flexibility of the basic elements
of the complex technology of behavioral testing of
DIS, extended by checking energy consumption and
performed in experiments for checking and recogniz-
ing the functioning of extended Petri nets (EPN).

To achieve this goal, the following tasks are solved:

1) preprocessor, spatio-temporal decomposition
of DIS models of distribution of behavior between
components and in scenarios;

2) preprocessor analysis of energy consump-
tion of boundary (upper and lower) and averaged for
reference DIS, both calculated and experimental;

3) preprocessor analysis of identification of ref-
erence behavior for check and recognition in testing;

4) processor early behavioral testing of energy
consumption for compliance with the reference ones
during the main functioning of DIS;

5) processor, behavioral offline testing of ener-
gy consumption, as a check experiment for compli-
ance with the reference ones outside the main func-
tioning of DIS;

6) processor, behavioral online testing of ener-
gy consumption, as a recognizing experiment for
compliance with the reference ones during the main
functioning of DIS

7) post-processor, behavioral statistical, expert
and fuzzy analysis and forecast of energy consump-
tion and reliability of DIS functioning after early,
online, offline testing.

2. DEFINITION OF TECHNOLOGY
ELEMENTS OF BEHAVIORAL ENERGY
TESTING

The resources required for this or that testing of
DIS, the trade-off between its completeness and ef-
ficiency in specific applications, as a rule, deter-
mined by the criticality of the use of DIS, allow you
to choose both the type of search and optimization in
the testing itself, and the type of analysis of results
and prediction of the reliability of functioning of
DIS and choosing the necessary actions to ensure it.

All the preprocessor, processor and postproces-
sor testing elements of technology presented below,
performing synthesis, control and recognition, search
for intermediate and final solutions. The basic types
of search are possible in the analysis of the behavior
of DIS, testing, analysis and prediction of the reliabil-
ity of the functioning of DIS can include depth-first
search, breadth-first search, deterministic, pseudo-
random, evolutionary, associative search, etc. Most
often, the specific features of DIS and the conditions
for their use determine the combined approach to the
choice of search and the criterion for its optimization.

The elements of testing technology of DIS, pre-
sented below, focus on the special properties and ac-
tions of behavioral energy and energy-loaded testing,
without considering the choice and description of the
search mechanisms, built into them, and its optimiza-
tion, which does not reduce the special completeness
of the presentation of the testing technology itself.

2.1. Preprocessor elements of technology of
testing

The solution of three preprocessor tasks involves
the analysis and synthesis of DIS models and its
components in the form of EPN (1) with the intro-
duced and selected network and hierarchical structure,
energy-loaded positions, transitions, chips [40,41].

S(f)= (P, T, Ev, Ac, X, Y, Ep, Et, F, S, Mo). (1)

Preprocessor complex, spatio-temporal, in the
general case, multi-level decomposition of EPN of the
distribution of behavior between its components and
in scenarios, respectively, is performed (2) [40,41]:
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nS= (X, Y, SK)°, ),
IS = (S(F), LaS(HP, LSO, Sgs),  (2)

a) in the spatial network structure of DIS be-
tween its interacting components, in the structure of
each component between its subcomponents, etc.
with subsequent multi-level detailing of the elements
of network structures of interaction;

b) in the temporal asynchronous-event structure of
DIS behavior scenarios between its functional, condi-
tional, communication states/vertices of diagrams and
positions/transitions of EPN, graph-topological frag-
ments based on them, in the temporal asynchronous-
event internal decomposition structure of functional,
conditional, communication states/vertices of diagrams
and positions/transitions of EPN introduced using su-
perposition, etc. followed by multi-level detailing and
synchronization (3) [42] of the elements of hierarchical
structures of behavior.

Y=y AapP) LUay)
F=éfuadf)[uad). ©)

Preprocessor analysis of energy consumption as
part of determining: boundary (upper and lower) and
average characteristics of energy consumption in
monogenic environment for reference DIS and their
components (Fig. 1), both calculated and experi-
mental, is performed with reference to:

a) states in state diagrams, to vertices in activi-
ty diagrams, to positions and transitions in EPN for
behavior scenarios;

b) basic topological fragments of behavior sce-
narios, both for and EPN, taking into account the
performed binding to their states/vertices and posi-
tions/transitions (in CPN, taking into account the
mechanisms of transport and accumulation of values
in recorder chips [40, 41]) of reference characteris-
tics of energy consumption;

c) reference extrema and infima of energy con-
sumption, both for states/vertices of diagrams and
positions/transitions of EPN, basic graph-topological
fragments of behavior scenarios based on them.

1620204-20-16-12 -8 -4 O

Fig. 1. Continuous space for monitoring the char-
acteristics of energy consumption of DIS compo-
nents in monogenic environment:
z-axis —components; y-axis — energy consump-
tion; x-axis — time
Source: compiled by the authors

Preprocessor analysis of the energy-loaded
identification of the reference behavior on base test-
ing model (4) [40, 41]:

CS=w”, {Pr, inPr, mPr}, {Ci, inCi}, {Cp, inCp},
SQca, Cec), 4)

during subsequent check and recognition in testing is
performed through the definition:

a) behavioral identifiers (characteristic graph-
topological behavioral neighborhoods)  for
states/vertices of diagrams, positions/transitions of
EPN and fragments of behavior based on them;

b) energy identifiers (characteristic graph-
topological energy neighborhoods) for
states/vertices, positions/transitions of EPN (taking
into account the mechanisms of transport and accu-
mulation of values in tokens-registrators (5)) and
fragments of behavior based on them;

leafij(p)=M(p)=pra(K(p,ev’.ep’))=ep,
leafij(t)=prz(K(t,ac’,et’))=¢t. (5)

c) complex energy-behavioral identifiers, com-
patible at the level of common states/vertices of dia-
grams, positions/transitions of EPN and fragments of
behavior based on them (Fig. 2).

Decomposition allows one to polynomially reduce
the dimension of the solution of energy-loaded testing
problems, that is, to increase its efficiency, with an ac-
ceptable loss of its functional completeness and gener-
ality. Analysis of energy consumption and energy-
loaded identification, by determining the reference ener-
gy consumption and test O-primitives, in turn, ensure the
implementation of check and recognition experiments of
energy-loaded online and offline testing of DIS.

2.2. Processor elements of technology of testing

Processor early signal energy and energy-
behavioral event-current and cumulative online testing
of the ranked energy consumptions for compliance
with the reference ones is performed in the background
for achieved during the main operation of DIS:

a) states/vertices of diagrams, EPN
tions/transitions;

b) basic graph-topological fragments of behav-
ior based on them.

Energy and energy-behavioral event-current
testing involves ensuring the conditions for control-
lability and observability of energy consumption
through check points in the process of the main
functioning of DIS and its components, and, first of
all, refers to the energy extrema and infima identi-
fied during the ranking (Fig. 3). Energy and energy-
behavioral testing of states/vertices and posi-
tions/transitions included in the constructed graph-
topological fragments, in addition to event-current

posi-
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Fig. 2. Identifiers of states/vertexes for behavior diagram

Source: compiled by the authors

testing, includes accumulative testing for the frag-
ment as a whole, represented in its nodal and output
states/vertices and positions/transitions with using
energy-loaded chips-recorders [40, 41].

= ok B
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Fig. 3. Discrete space for monitoring the extre-
ma/infima of energy consumption of DIS compo-
nents in heterogenic environment:
z-axis — components,
y-axis — energy consumption, x-axis — time
Source: compiled by the authors

Processor, energy and energy-behavioral offline
testing, as a special check experiment for compli-
ance with the reference energy consumption and be-
havior outside the main operation of DIS and its
components, includes the construction of tests for
the reference EPN and their application to the tested
model/implementation of DIS.

Offline testing is performed as part of:

a) synthesis of indivisible (primary) test energy
(without explicit inclusion of the main behavior, but
based on it) primitives based on the corresponding, pre-
processor defined energy identifiers (O-primitives);

b) active formation, as an assembly of a set of
test energy fragments (without an explicit inclusion

of the main behavior, but on its basis) based on the
adjacency relation and the shortest attainability of
the reference behavior, checked in this test at the
previous steps, with the current assessment and
ranking of the achieved completeness, length and
time (complexity), multiplicity, controllability and
observability, heritability for use in a special test
mode of operation of DIS;

c) energy offline testing of DIS with its with-
drawal from the main operation to a special test
mode of operation, performed unconditionally (until
the test is completed fully) or conditionally until the
first energy anomaly, with subsequent transfer of the
results to post-processor statistical, expert and fuzzy
analysis and prediction of the reliability of operation
of DIS;

d) synthesis of indivisible (primary) test ener-
gy-behavioral (with explicit inclusion of the main
behavior) primitives based on the corresponding,
preprocessor-defined energy-behavioral identifiers
(O-primitives);

e) active formation, as an assembly, of a set of
explicitly proposed test energy-behavioral fragments
(with an explicit inclusion of the main behavior)
based on the adjacency relation and the shortest
reachability of the reference behavior, checked in this
test at the previous steps, with the current assessment
and ranking of the achieved completeness, length and
time (complexity), multiplicity, controllability and
observability, heritability for use in a special test
mode of operation of DIS;

f) energy-behavioral offline testing of DIS with
its withdrawal from the main operation to a special
test mode of operation, performed unconditionally
(until the test is completed fully) or conditionally until
the first energy-behavioral anomaly, with subsequent
transfer of the results to post-processor statistical, ex-
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pert and fuzzy analysis and prediction of the reliabil-
ity of operating of DIS.

One of the methods of offline testing, which re-
alizes the strategy of parallel evolution search for
test cover, is presented on Fig. 4.

For the majority of well-established manufac-
turing technologies, modes and scenarios of opera-
tion of DIS components, the construction and use of
energy identifiers outside the explicit consideration
of behavior, therefore, offline construction and use
of energy primitives, fragments and tests based on
them, in general, is problematic due to the use of
balanced energy-saving technologies. This in no way
excludes the event-current and cumulative test moni-
toring of the reference energy consumption of
states/vertices of diagrams, positions/transitions of
EPN, energy fragments based on them for models of
DIS, in their processor early signal behavioral online
testing, which mentioned above.

Processor, energy and energy-behavioral online
testing, as a special recognition experiment for com-
pliance with the reference energy consumption and
behavior in the background during the main operation
of DIS and its components, based on the preprocessor
determination of energy and energy-loaded identifi-
ers, includes background recognition of test primi-
tives, fragments and tests based on the relation of ad-
jacency and shortest reachability of the reference be-
havior, tested in this recognition at the previous steps
for the reference EPN with simultaneous application
to the tested model/implementation of DIS.

Online testing is performed as part of:

a) background recognition of indivisible (primary)
test energy (without explicit inclusion of main behavior,
but based on it) primitives based on corresponding, pre-
processor-defined energy identifiers (O-primitives);

b) recognition as a background assembly of a set
of test energy fragments (without an explicit inclusion of
the main behavior, but on its basis) based on the adja-
cency relation and the shortest reachability of the refer-
ence behavior, checked in this test at the previous steps,
with the current assessment and ranking of the achieved
completeness, length and time (complexity), multiplici-
ty, controllability and observability, heritability with
immediate operational application in the background
mode to the main functioning of DIS;

c) energy online (background) testing of DIS with-
out removing it from the main functioning, performed as
recognition unconditionally (until the test is completely
recognized) or conditionally until the first energy anoma-
ly, with subsequent transfer of the results to post-
processor statistical, expert and fuzzy analysis and predic-
tion of the reliability of functioning of DIS;

d) background recognition of indivisible (pri-
mary) test energy-behavioral (with explicit inclusion
of the main behavior) primitives based on the corre-
sponding, preprocessor-defined energy-behavioral
identifiers (O-primitives);

e) recognition, as a background assembly, of a set
of explicitly recognized test energy-behavioral fragments
(with an explicit inclusion of the main behavior) based on
the adjacency relation and the shortest reachability of the
reference behavior, tested in this test at the previous steps,
with the current assessment and ranking of the achieved
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completeness, length and time (complexity), multiplicity,
controllability and observability, heritability with imme-
diate operational application in the background mode to
the main functioning of DIS;

f) energy-behavioral online (background) test-
ing of DIS without removing it from its main func-
tioning, performed as recognition unconditionally
(until the test is fully recognized) or conditionally
until the first energy-behavioral anomaly, with subse-
guent transfer of the results to post-processor statisti-
cal, expert and fuzzy analysis and prediction of the
reliability of functioning of DIS.

One of the methods of online testing, which re-
alizes the strategy of parallel evolution search for
test cover, is presented on Fig. 5.

As well as for offline testing, for well-
established manufacturing technologies, modes and
scenarios of operation of DIS components, the con-
struction and application of energy identifiers is out-
side the explicit consideration of behavior and,
therefore, based on them, online recognition of prim-
itives, fragments and tests is problematic. This also
does not exclude the event-current and cumulative
online test monitoring of the reference energy con-
sumption of states/vertices of diagrams, posi-
tions/transitions of EPN, energy fragments based on
them for models of DIS, in their processor early sig-
nal behavioral online testing mentioned above.

2.3. Postprocessor elements of technology of
testing

After early signal, online and offline testing, post-
processor, energy and energy-behavioral analysis and
forecast are performed to determine the reliability of the
functioning of DIS and its components to determine
subsequent actions. Analysis and forecast is carried out
in several forms, individually or in combination in a
multi-criteria space of metrics of energy and energy-
behavioral reliability of functioning of DIS, as well as
completeness, length and time, multiplicity, controllabil-
ity, observability and heritability for the performed and
expected testing of DIS, namely, analysis and forecast:

a) probabilistic-statistical, with accumulation, sta-
tistical generalization and probabilistic approximation of
experience and evaluation of the functioning of DIS in
conjunction with the results of all types of testing, as
well as a probabilistic-statistical conclusion about sub-
sequent actions, including testing;

b) expert, based on an expert knowledge base
formed on the basis of selected production, frame and
semantic nets knowledge models, replenished in one
way or another in the course of experience and evalua-
tion of the functioning of DIS in conjunction with test-
ing results, as well as an expert conclusion on subse-
quent actions, including number of tests;

c) fuzzy; formally generalizing probabilistic-
statistical and expert in fuzzy relationships, knowledge
and inference, with a knowledge base formally fuzzy
replenished, in particular, in the process of fuzzy infer-
ence and evaluation for the functioning of DIS in con-
junction with testing results, as well as the fuzzy con-
clusion itself about subsequent actions, including test-
ing, as a sequence of syntactic fuzzy transformations
and proofs;

d) combined, optimally, taking into account the
complexity, modes of operation, criticality, combin-
ing the three previous types in accordance with the
spatio-temporal structure of behavior for the function-
ing and testing of DIS and its components.

Performing analysis and forecasting allows you to
make decisions about the continuation of the functioning
of DIS and its components, signal testing, more detailed
online testing located in the main functioning and, as a
result, extended in time, and, finally, more detailed of-
fline testing performed outside the main functioning
and, as a result, the most compressed in time.

3. ESTIMATES OF THE DIMENSION AND
RESULTS OF APPLICATION OF
TECHNOLOGY

The dimension of the model is estimated using
the representation of the Petri net digraph S(f) by list
structures. The upper bound for the number of con-
ditional fields of representation of EPN is [40, 41]:
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Fig. 5. Hierarchical method of online testing, which realizes the strategy of

parallel evolution search for test cover
Source: compiled by the authors

118

Information technologies and computer system

ISSN 2663-0176 (Print)
ISSN 2663-7731 (Online)



Herald of Advanced Information Technology

2022; Vol.5 No.2: 113-122

CS(f):nt(2np+1t+1a+2m+2Addr)+np(2nt+lp+le+2m+2Addr):
=4npnt+ (2m+2Addr)(nt+np)+ltnt+ lane+1pnp+1lenp=
2Anpne+6(Ne+Hnp). (6)

Total estimate of fields for testing model does not
exceed:
Crss(fpet-n= (2np+1)*min(min((2"-1), ny),
(2™-1))+ Zi=0"(3np*nt). (7)

For fields of positions/transitions, labels, events
and actions for the number of conditional cells of the
maximum length and the search estimate becomes:

casth= dasm= 2*6nip(ni)+2*6npnt(Np)=12npnt(Np+n),
Casmutti= das@muii= 6Ni(Np2"™*-1)+6np(ni2"**-1)=
=3ny(Np2"*2-2)+3np(Ne2"°*2-2), (8)

Estimates show the limits of applicability of the
energy-loaded testing model and characterize the
problem as NP-hard. Polynomial decrease of esti-
mates is possible by network and hierarchical de-
composition of the EPN and the testing model.

The experimental energy testing was held for real
DIS, in particular, multiagent systems, of monitoring,
control and video surveillance showed in table.

Table. Experimental degree of energy testing

The comparison of not energy and energy testing for
original and energy modified monitoring/control
(MASMC) and video surveillance (MASVS) con-
firmed decrease in computational complexity of check.

CONCLUSIONS

The paper presents the basic elements of the
technology of behavioral energy-loaded testing of
DIS and its components, based on the corresponding
models and methods of testing, supplemented and
differing by the analysis of energy characteristics of
networks, which can be boundary and average tem-
perature, volts/ampere markings of elements of ex-
tended Petri networks. The features of the analysis
of energy consumption include its display in the
states/vertices of diagrams and positions/transitions
of extended Petri nets, fragments of behavior, as
well as energy reference identification in behavioral
tests. As a result, it becomes possible to increase the
efficiency, completeness and flexibility of offline
and online behavioral testing of various DIS.

It should be noted, that the possibility of opera-
tional temperature monitoring is present in most DIS
components of medium and, moreover, high level of
complexity - controllers, processors. However, the

_ Decomposi- Input re- development of means of accumulation and analysis
MIAntSeI's“gsigﬁns tion (':gmetlg(?t“Cg% ducled_t of energy consumption, especially in conjunction
Y Degree k plextty C°m5p08X' Y| with behavioral analysis, as a rule, requires addition-
1 MASMC al resources, which is not always possible.
8 14296 1.43E+17 ! . .
Module Post-processor energy-behavioral analysis and
MASMC Mod- forecast itself are a much more difficult task, requir-
“'$ éSEt;‘r%?y 8 10073 6.38E+14 | ing development of models and methods, that are ef-
5 MASVS fective in conditions of incomplete/fuzzy information.
Module 10 1825 1.09E+11 These limitations determine the directions for
MASYS Mod- the development of energy-behavioral testing.
ule (Energy 10 1392 8.21E+9
Testing)
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AHOTAIIA

3aBuacHa HepeBipka HafiHHOCTI (QYHKI[IOHYBaHHS, 1[0 IPOBOIUTHCS 0 BUHUKHEHHS KPUTHYHHX HAI3BUYalHUX CHUTYAIliH, Bimir-
pa€ BaXXIIMBY POJIb Y TEOPii Ta IPAKTHIl MOHITOPHHTY Ta AIarHOCTUKH Pi3HUX TEXHITHHX CHCTEM, Y TOMY YHCII KOMITTOTEpPHHUX PO3HOJi-
JeHuX iHpopMaliifHuX cucTeM. barato MeToniB nepeBipKy Ta iarHOCTUKH MPSAMO YH OIOCEPEAKOBAHO BUKOPHUCTOBYIOTH CHEPIeTHUHI
XapaKTEPUCTUKU CHCTEM, SIKI 0€3M0CepeHbO OB’ A3aHi 3 POOOTOI0, IKY BOHH BUKOHYIOTH, TOOTO 1X MPOAYKTHUBHICTIO. 3alpONOHOBAH1
€JIEMEHTH TEXHOJIOTIi MOBEIIHKOBOIO TECTYBaHHS €HEPrOCIOKMBAaHHS 0a3ylOThCS HA BIANOBIIHMX MOJENSAX 1 METOIAaX, TOMOBHEHHX
peecTparli€ro Ta aHaJI30M iHEpUiifHOI TeMITepaTypH Ta ONEPaTHBHUX BOJIBT/aMIICPHIX XapaKTEPUCTHK TECTOBOI IIOBEAIHKN CHCTEM, Ha
PpiBHI MOzeIi, IPEeACTaBICHO! PO3IIHPEHNMH EHEPro-HaBaHTKEHUMH Mepexxamu [lerpi. 3anporoHoBaHi B Iilf poOOTi €lTeMeHTH TeXHO-
JIOTii MOBEIIHKOBOTO TECTYBAHHS BiIPI3HAIOTHCS JOAATKOBHM HAOOPOM PO3paXyHKOBUX Ta EMIIPUYHUX TPAHMYHUX TEMIEPATYPHHUX Ta
BOJIBT/aMIIEPHUX XapaKTEPHUCTHK, SIK CHCTEM, TaK i IX KOMIOHEHTIB. 11i XapakTepuCTHKH MPeCTaBIAIOTh KPUTHYHI 3 TOUKH 30pYy CIO-
JKUBAaHHS SHeprii CTaHW/BepIINHY, O3HIIii/Iepexoay, (parMeHTH Ta cueHapii poboTH, o Jae mifcTaBy st X MoHITOpHHTY. Oco6iH-
BICTIO IIMX €JIEMEHTIB TEXHOJIOTII € TaKOX MOXJIMBICTh BH3HAUCHHS Ta BUKOPUCTAHHS IPHPOIHUX iNEHTU(]IKAUiHUX BIacTUBOCTEH
CHEPreTHYHMX XapaKTEPUCTHK Y MOBEAIHKOBOMY TECTYBaHHI, IO JO3BOJISIE BAKOPUCTOBYBATH iX Y AOCTIZaX MEPEBIPKU Ta pO3Ii3HABAH-
HS HaJAIHOCTI QYHKIIIOHYBaHHS, SIK CAMOCTIIHO, TaK i B IO€IHAHHI. 3 aHAII30M MOBEIIHKA. BUKOPHUCTaHHS TOJAaTKOBOTO aHAIII3Y €HEp-
TOCIIO)KUBAHHS 33 TEMIIEPATYPHUMH Ta BOJIBT/aMIIEPHUMH XapaKTEPUCTUKAMHU B CKJIali KOMIUIEKCHUX TEXHOJIOTil TECTyBaHHS Ta Ha iX
OCHOBI aBTOMATH30BAaHNX CHCTEM TEXHIYHOI AIarHOCTUKH Ja€ 3MOTY IiJBUIIUTH e(eKTHBHICTb, IIOBHOTY Ta THYUYKICTh IIOBEIIHKOBOTO
OHJIalH- Ta O(JIalH-TECTYBaHHS I KOMIT'IOTEPHHUX PO3NOAUICHHUX 1HYOPMALIIHHAX CHCTEM.

KiwouoBi ciaoBa: mepexeBa iHdopMmamiiiHa cucTeMa; TOBEAIHKOBE CHEPIeTHYHE TECTYBaHHS, PO3LIMPEHA EHEpro-
HaBaHTakeHa Meperka [leTpi; eHepro-HaBaHTaXECHUH iIeHTH(IKATOP
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