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ABSTRACT

Effectively classifying heterogeneous data, including structured and unstructured data, is essential in diverse fields such as
healthcare, finance, information security, and audio content analysis. This study aims to develop a unified approach for constructing
ensemble classifiers capable of handling diverse data formats within a single framework, enhancing classification accuracy and
robustness. The methodology integrates feature extraction and data preprocessing techniques, transforming heterogeneous datasets to a
standardized numerical format suitable for ensemble learning. Eight base classifiers including K-nearest neighbors, support vector
machines, random forest, extreme gradient boosting, logistic regression, multilayer perception, convolution neural networks and long
short-term memory networks—were trained with optimized hyperparameters. The ensemble classification uses stacking with various
aggregation types such as hard voting, soft voting, and soft voting using Gompertz fuzzy ranking to effectively combine model
predictions while accounting for uncertainty and noise. Experimental evaluation across five datasets, covering medical diagnosis, credit
risk, emation recognition, music genres and deepfake detection—demonstrates consistent improvement in accuracy and F1-score metrics,
with gains up to 8 percent compared to the best individual classifiers. The approach proves particularly effective for unstructured audio
data, where temporal and spectral dependencies pose significant challenges. The results underscore the versatility the proposed unified
ensemble methodology in addressing class imbalance and noise offering a scalable solution adaptable to various domains. This work
contributes a comprehensive framework facilitating the development of robust classifiers for complex real-world data and paves the way
for future research integrating heterogeneous data sources within cohesive predictive models.
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INTRODUCTION

Solving data classification problems that arise
in various subject areas, such as healthcare, finance,
information security and audio content analysis,
involves developing effective machine learning
models. For example, in healthcare, early diagnosis
of autism based on behavioral and clinical signs
allows for timely treatment, significantly improving
patients' quality of life [1]. In finance, accurate
credit risk assessment based on transaction data,
credit history, and customer profiles minimizes
financial losses and optimizes decision-making
processes [2]. In the audio data analysis field,
emotion recognition, music genre recognition, and
fake speech detection have applications in security
systems, recommendation systems, and healthcare
[3], [4]. At the same time, the challenges in
developing machine learning models to solve such
tasks is associated with the need to process both
structured tabular data (e.g., medical and financial
datasets) and unstructured audio data (e.g., for

emotion recognition, music genre recognition, or
speech authenticity analysis). The data format
heterogeneity, large volumes, and structural
complexity create additional challenges for ML
developers, including problems of overfitting, class
imbalance, and insufficient classification accuracy
[5]. Traditional classification methods, such as
neural networks, decision trees, or support vector
machine, are known to be successfully applied to
data analysis, but their effectiveness is limited by the
data complexity and heterogeneity, as well as
problems of overfitting and insufficient
generalization ability [5]. To overcome these
limitations, a promising solution is to use ensemble
classifiers, which combine several models to achieve
higher accuracy compared to individual classifiers.
Building ensembles allows combining different
structured and unstructured data processing methods
using a unified approach. This minimizes the
shortcomings of individual models and increases
resistance to noise and data uncertainty.

In  previous works, the authors have
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classifiers in processing audio data, such as
recognizing emotions in human speech and
classifying music genres [3]. Similarly, ensemble
methods have shown high performance in structured
data classification tasks, including medical diagnosis
and financial analysis [6]. This study generalizes
these approaches, extending them to new subject
areas, including information security, where audio
data authenticity analysis is becoming critically
important [4]. The proposed method for constructing
ensemble classifiers is also based on a unified
approach, but, taking into account the authors'
experience, it allows heterogeneous structured and
unstructured data to be reduced to a single
classification task, using a single end-to-end
technology for data preprocessing, feature extraction
and selection, developing base classifier models
(weak learners), building ensembles for a meta-
classifier, and assessing classification quality. The
implementation of classifiers based on the proposed
method improves the accuracy and versatility of data
analysis, regardless of its nature and subject area.

LITERATURE REVIEW AND PROBLEM
STATEMENT

Despite significant progress in the developing
classification algorithms in fields like healthcare,
finance, information security, and audio analysis,
existing methods face a number of limitations
related to the heterogeneous data processing, class
imbalance, and the complexity of feature extraction
[3], [4], [5]. In this section, based on an analysis of
the literature, the need to develop ensemble
classifiers based on a unified approach is justified,
and the features of its stages are considered.

It is known that, according to the unified
approach, the development of ensemble classifiers is
carried out in three stages: feature preparation and
extraction, development of weak learners (basic
classifiers), and ensemble formation (combining
weak learners into a meta-classifier) [3], [6], [7].

According to the authors [8], the challenges in
converting structured and unstructured data to a

standardized numerical format during feature
preparation and extraction lead to global
classification problems in subject areas. For

example, in healthcare, classifying medical data to
diagnose diseases like autism is complicated by the
heterogeneity of data, including clinical records,
behavioral indicators, and biomarkers. Class
imbalance due to the rarity of positive cases and
limited data volume reduces the accuracy of models
[1]. In addition, missing values and noise in medical
data require complex preprocessing methods [9]. In

finance, the classification of banking data for credit
risk assessment faces problems of missing values,
nonlinear dependencies, and noise, which makes it
difficult to build reliable models [2], [6]. For
example, banking data often contains incomplete
records of transactions or credit history, which
reduces the generalizability of algorithms [10].

In the field of information security, detecting
deepfakes in audio data poses significant challenges
due to subtle distortions that are difficult to detect.
The high audio data dimensionality and the need to
extract features like MFCC or STFT increase
sensitivity to noise [4]. Similarly, in audio content
analysis, for example, in emotion or music genre
recognition, problems are associated with processing
large amounts of data and the need to extract stable
features in the presence of noise and variations in
recordings [3], [5]. These challenges highlight the
need to develop approaches that can effectively
process heterogeneous data and take into account
their specific characteristics.

Literature sources [7], [8] note that various
machine learning methods are used to develop basic
classifiers for further assembly, including K-nearest
neighbors (KNN), support vector machines (SVM),
random forest, gradient boosting (XGBoost), logistic
regression, multilayer  perceptrons  (MLP),
convolutional neural networks (CNN), and recurrent
neural networks (LSTM). Each of these methods has
its advantages, but also has significant limitations.

The authors of the study [9] note that the KNN
algorithm has several limitations, including
sensitivity to noisy data and outliers, high
computational cost with large datasets, and the need
to select an optimal k value. In high-dimensional
datasets, the effectiveness of distance metrics
degrades due to the curse of dimensionality, which
adversely affects KNN classification accuracy.

According to the study [12], the SVM classifier
is effective for medium-sized datasets, but when
working with large volumes of banking data, such as
mortgage loans with a large number of categorical

and quantitative features, it faces serious
computational limitations and deterioration in
classification quality. The authors note that

traditional SVM has difficulty processing large and
unbalanced samples, which reduces its applicability
in credit scoring tasks.

The authors of the study [13] note that the
Random Forest classifier has a built-in mechanism
for dealing with imbalance, but may show less
accurate predictions when there is a strong class
skew. Also, in Random Forest, small changes in
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hyperparameters affect all trees at once, which can
lead to poor predictions.

In study [14], the authors describe the XGBoost
algorithm, noting that the effectiveness of XGBoost
largely depends on the correct selection of
hyperparameters and the application of calibration
methods, which are necessary to reduce overfitting
and improve accuracy on unbalanced data. The
authors note that, despite its high performance,
XGBoost requires careful tuning and model
verification, especially in the financial field with its
diverse data structure and noise.

Regarding logistic regression, study [15]
showed that when applying logistic regression to
banking data, the accuracy of the model is usually
lower compared to more complex methods,
especially on data with nonlinear or complex
dependencies.

Study [4] describes the effectiveness of deep
models like CNN and LSTM, for audio data
classification due to their ability to capture temporal
and spectral dependencies, but they require large
amounts of data. In addition, these models are
difficult to tune and sensitive to noise.

Thus, the literature analysis shows that the
limitations of basic models, such as sensitivity to
noise, overfitting, and inability to effectively handle
nonlinear dependencies or class imbalance, make
them insufficiently versatile for working with
heterogeneous data [4], [5], [16].

To overcome these limitations when building
classifiers, it is proposed to use ensemble methods
such as bagging, boosting, and stacking [13], [16].
The authors believe that it is the use of meta-
classifiers that allows these limitations to be
overcome by combining the predictions of several
models, which increases accuracy and robustness.

In [16], it is shown that bootstrap aggregating
creates several subsamples of data and trains
independent models, reducing the variance of
predictions. However, bootstrap aggregating may be
less effective on unbalanced data. Boosting, on the
other hand, sequentially trains models, correcting the
errors of previous ones, which improves accuracy
but increases the risk of overfitting and the
complexity of configuration.

Classic stacking [3] uses a meta-classifier to
aggregate the predictions of base models such as
KNN, SVM, or MLP. This method is easy to
implement and flexible and allows to combine
heterogeneous models. At the same time, stacking is
considered particularly effective for accounting for
uncertainty and increasing noise resistance, which

makes it preferable for tasks with heterogeneous
data.

Thus, having considered the current unified
approach to the development of ensemble classifiers
and analyzed the advantages and disadvantages of its
stages, we can formulate the goal and objectives of
this study.

THE AIM AND OBJECTIVES OF THE
RESEARCH

The aim of the research is to improve the

accuracy of autism prediction, credit risk
assessment, deepfake detection, emotion
recognition, and music genre classification by

developing a method for creating ensemble
classifiers of structured and unstructured data based
on a unified approach.

Research objectives:

1) justify the datasets selection from four
subject areas (medicine, finance, information
security, audio content analysis), bring data into a
unified numerical format that ensures compatibility
with the ensemble classifier and perform
preprocessing of heterogeneous data (tabular and
audio data).

2) develop models of weak learners—basic
classifiers (KNN, SVM, Random Forest, XGBoost,
MLP, CNN, LSTM) by optimizing hyperparameters
when training on datasets from four subject areas.

3) develop a stacking-based meta-classifier that
includes hard and soft voting, as well as soft voting
with fuzzy prediction aggregation methods to
account for uncertainty and improve model
robustness.

4) experimentally evaluate the meta-classifier’s
accuracy in autism prediction, credit risk
assessment, emotion  recognition, deepfake
detection, and music genre classification using
metrics such as accuracy, Fl-score, and Receiver
Operating Characteristic Area Under the Curve
(ROC-AUC), and compare the results with the
evaluations of the base classifiers.

5) analyze the results and justify the possibility
of using a unified approach to classify data of
different nature.

THE RESEARCH MATERIALS AND
METHODS

Acquisition and Preprocessing of Data

To solve the problem of converting data to a
single numerical format compatible with the
ensemble classifier of structured and unstructured
data under development, a number of datasets from
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open sources [14], [4], [17], [18], [19], [20] were
analyzed according to the following parameters: data
volume, quality and markup, class diversity,
structured or unstructured nature, representation
formats, and source data. For structured data, the
completeness and correctness of tabular information
is important, while for audio data, the readability of
the sound signal, sampling frequency, noise level,
and type of recorded sound events are important.
These parameters were taken into account when
selecting datasets for the development of an
ensemble classifier that ensures versatility and
reliability.

The following selection was made. Structured
data is presented in tabular formats: Autistic
Spectrum Disorder Screening Data for Adults (for
predicting autism in healthcare) and Home Equity
Line of Credit (HELOC, for assessing credit risk in
finance). Unstructured data — audio signals: Ryerson
Audio-Visual Database of Emotional Speech and
Song (RAVDESS, for speech emotion recognition),
GTZAN (for music genre classification), and Fake
or Real (FoR for synthetic speech detection in
information security).

1. Autistic Spectrum Disorder Screening Data
for Adults [17]: contains 800 records with 13
attributes, including binary behavioral characteristics
(AQ-10) and demographic data (age, gender). The
target variable is the presence/absence of autism.
The dataset was split into 600 records in training set
and 200 records in testing set.

2. HELOC [18]: Contains 10,459 records with
23 attributes, including financial indicators (time
since last delinquency, number of transactions). The
target variable is credit risk (binary). The dataset
was split into 7,844 records in the training set and
2,615 in the testing set.

3. RAVDESS [19]: 1,440 audio recordings with
7 emotions (anger, happiness, etc.). The dataset was
split into 1080 records in the training set, 360 in the
testing set.

4. GTZAN [20]: 1000 audio files, 30 seconds
each, 10 genres (100 files per genre). The dataset
was split into 750 records in the training set and 250
in testing set.

5. FoR [21]: 17870 audio files for synthetic
speech detection (real and fake audio). The dataset
was split into 13,956 in the training set and 3,914 in
the testing set.

For the Autistic Spectrum Disorder Screening
Data for Adults dataset, preprocessing included
encoding categorical features (gender) and
normalizing numerical features (age) to the range
[0, 1].

For the HELOC dataset, preprocessing
consisted of filling in missing values with
mean/median values and normalizing numerical
features to the range [0, 1].

For the unstructured RAVDESS, GTZAN, and
FOR datasets, spectral characteristics were obtained
from raw audio files. According to the researches
[22], [23], [24] the most promising spectral
characteristics for audio data classification are
spectral centroid, spectral flatness, spectral contrast,
spectral roll-off, zero crossing rate.

Spectral centroid — the location of the center of
mass of the spectrum.

The calculation of the spectral centroid is given
in formula (1).

TN KkF[K]
g (1)

SpectralCentroid = Tk

where F[K] is the amplitude corresponding to the k-
th bin in the discrete Fourier transform (DFT)
spectrum.

Spectral centroid is shown in Fig. 1.

log Power spectrogram

Spectral centroid
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Fig. 1. Spectral centroid
Source: compiled by the [25]

Spectral flatness — the measure to quantify how
much noise-like a sound is, as opposed to being
tone-like. The calculation of the spectral flatness is

given in formula (2).
M I=2 Pk

IN=g Flk] @)

SpectralFlatness =

N

where F[K] is the amplitude corresponding to the
k-th bin in the discrete Fourier transform spectrum.

Spectral contrast — the measure of the energy of
frequency at each timestamp.
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To obtain spectral contrast, it is necessary to
calculate spectral peaks and spectral declines for
each bin.

Peak, =log (aiN o F[k]i), 3)
Valley, = log(aiN M FIKln—i41) » ©))

where F[k] is the amplitude corresponding to the
k-th bin in the DFT spectrum; k is the bin number; N
is the number of subbands of each bin; a is an
additional coefficient determined experimentally,
most often its value is close to 0.02.

The spectral contrast is calculated as their
difference.

Spectral Conrast = Peak,, — Valley, . (5)

Spectral contrast is shown in Fig. 2.

Spectral contrast

‘ ]

000 01 030 045 100 1 130

Fig. 2. Spectral contrast
Source: compiled by the [25]

145

Spectral roll-off — the action of a specific type
of filter which is designed to roll off the frequencies
outside to a specific range.

Spectral roll-off is shown in Fig. 3.

log Power spectrogram

0 0.6 12 1.8 2.4 3 3.6 4.2 4.8
Time

Fig. 3. Spectral roll-off
Source: compiled by the [25]

Zero crossing rate — the measure of the rate at
which the signal is changing positive to negative or
vice versa.

1 _
Zer = EZZ:f Tpco(SeSe—1) - (6)

where s is the signal; T is the signal length;
Ir<o (St St-1) is the indicator of a sign change in the

signal during the time interval St St-1

RMS (root mean square) — measures the
average loudness of an audio.

MFCC — the coefficients that are derived from a
type of inverse Fourier transform (cepstral)
representation. MFCC allow a better representation
of sound because the frequency bands are equally
distributed on the Mel scale which approximates the
human auditory system’s response more closely.

Mel is a unit of sound pitch based on the
perception of this sound by our hearing organs.
Since the frequency response of the human ear is not
linear, amplitude is not an entirely accurate measure
of sound loudness. Similarly, the pitch of a sound
perceived by human hearing does not depend
linearly on its frequency [16].

This dependence is described by the simple
formula (7):

m=1125n (1+L). (7)

where f is the frequency in hertz.

The graph showing the dependence of sound
pitch in mels on the frequency of vibrations is shown
in Fig. 4.

1090 200 £ 4000 5000 500 0 ) 5000 10000
Herzscle

Fig. 4. Dependence of sound pitch in mels on the

frequency of vibrations
Source: compiled by authors

For the analysis of the audio data of the
GTZAN dataset, additional spectral characteristics
such as chromagram, Constant-Q chromagram, and
Chroma Energy Normalized were selected.

Chromagram is defined as the whole spectral
audio information mapped into one octave. Each
octave is divided into 12 bins representing each one
semitone [3].
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Also, for RAVDESS, GTZAN, and FoR,
spectra were used as images for CNN, and MFCC
were used as a time series input for LSTM.

Development of classifier models

The next step in the unified approach to
classifying structured and unstructured data is to
select a set of eight basic classifiers covering both
classical machine learning methods and deep neural
networks. The set includes: K-nearest neighbors
(KNN), support vector machines (SVM), random
forest, extreme gradient boosting (XGBoost),
multilayer perceptron (MLP), convolutional neural
network (CNN), long short-term memory (LSTM)
and logistic regression (LR).

This selection was driven by the need to
combine models with different strengths. This set
allows the models to be adapted to heterogeneous
data, including tabular structured sets (Autistic
Spectrum Disorder Screening Data and HELOC)
and audio signals (RAVDESS, GTZAN, FoR),
where all data is converted to a single numerical
format after preprocessing.

Model development began with the definition
of their basic architecture and parameters.

Table 1 lists the main hyperparameters for each
algorithm.

In cases where it was difficult to manually
select the optimal hyperparameters for the models,
Grid Search Cross Validation (GSCV) technology
was used with 5-fold cross-validation on training
samples to avoid overfitting and ensure
generalization. For each model, a grid range of
parameters was set (for XGBoost, for example, the
hyperparameter grid included variations in learning
rate (0.01, 0.05, 0.1, 0.2, 0.3), maximum tree depth
(3, 5, 7, 10), and number of estimators (50, 100, 200,
300), and combinations were selected that
maximized the F1-score or accuracy on the
validation subsample.

Overfitting control was also implemented by
monitoring the difference in metrics between the
training and test samples, and early stopping was
used in the case of neural network algorithms.

The development stages included:

1) Initialization of models
parameters and pre-processed data;

2) Launch of GSCV to search for optimal
hyperparameters, fixing the best ones according to
cross-validation metrics;

3) Final training on the full training sample and
validation on the test sample. This approach ensures

with  basic

training, increasing overall stability and accuracy in
diverse subject areas.

Table 1. Algorithms and their hyperparameters

Algorithm Hyperparameters

KNN 1. Number of neighbors to use

2. Metric for distance computation

Logistic 1. Maximum number of iterations

Regression

SVM 1. Kernel type
2. Regularization parameter C
3. Degree of the kernel function (if kernel

type is polynomial)

1. The number of trees in the forest.

2. The maximum depth of the tree.

3. The minimum number of samples
required to be at a leaf node.

Random
Forest

XGBoost | 1. Number of trees

2. The maximum depth of the tree.

3. Minimum sum of instance weight
needed in a child.

4. Boosting learning rate

5.Gamma — minimum loss reduction
required to make a further partition on a

leaf node of the tree

MLP . The number of hidden layers

. The number of neurons in each layer
. Activation function of hidden layers
. Percent in dropout layers

. The optimizer

CNN . The number of convolutional layers

. Number of Pooling layers

. The number of fully connected layers
. The number of neurons in them

. Layer activation functions

. The optimizer

LSTM . The number of LSTM layers

. The number of neurons in LSTM layers

. The number of fully connected layers

. The number of neurons in fully
connected layers

5. Layer activation functions

6. Recurrent activation function

7. The optimizer

PoLONMNRFRPOOGORRONPEPODMWODNDPE

Source: compiled by the authors

Development of Ensemble Classifiers

The following approaches are used to aggregate
predictions in stacking: hard voting, soft voting, and
soft voting with fuzzy Gompertz ranking.

In hard voting, the final decision of the
ensemble is based on the majority of model votes;
each model makes a prediction, and the option with
the highest number of votes is selected. This method
is suitable for balanced classifiers with reliable

uniformity: all models generate probabilistic  predictions.
predictions (soft outputs) for subsequent ensemble The calculation of hard voting:

y =mode(ysyz,....yn ), (8)
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where y is the final predicted class determined by the
ensemble; y; is the predicted class by the i-th
individual classifier, where i ranges from 1 to n; n is
the total number of individual classifiers in the
ensemble.

In soft voting, each classifier assigns
probabilities to classes, and the final decision is
determined by the weighted average of these
probabilities, taking into account the confidence of
the models.

The calculation of Soft VVoting:

Dik= (1/n) Zp,-k
¥ =argmax px,

)

where y is the final predicted class determined by the
ensemble; px is the probability of class k predicted
by the i-th classifier, where i ranges from 1 to n and
k represents the class index; n is the total number of
individual classifiers in the ensemble.

Soft voting using fuzzy ranks (Gompertz)
allows taking into account uncertainty and
heterogeneity in the data, which improves the
accuracy and stability of the ensemble classifier in
the classification of audio data [3], [11].

The calculation of Soft Voting using fuzzy
ranks (Gompertz):

p‘i,k =a- eXp(-b . exp(-C . pi,k))a
Pk = (1/n) z pli,ka
J} = argmax pr.

(10)

where y is the final predicted class determined by the
ensemble; p’,« is the adjusted probability of class k
for the i-th classifier after applying the Gompertz
function; px is the average probability of class k
across all classifiers in the ensemble; n is the total
number of individual classifiers in the ensemble; a,
b, ¢ are the parameters of the Gompertz function
used for adjusting probabilities, where a controls the
upper asymptote, and b and ¢ control the shape of
the curve.

As part of the proposed methodology, ensemble
classifiers consisting of different combinations of
weak learners were created for each of the five
classification tasks, each of which represented its
own subject area. For the Autistic Spectrum
Disorder Screening Data for Adults and HELOC
datasets, six individual classifiers were used (all
except CNN and LSTM, given the nature of the
data), while all eight were used for the remaining
three datasets. The chosen ensemble approach is
based on a stacking method in which several
baseline models are trained on the same data and
their predictions are passed as new features to a
meta-model, the ensemble classifier, which is
trained to combine these predictions [16].

Given the fact that we have three types of
prediction aggregations we have following number
of ensemble classifiers.

For the Autistic Spectrum Disorder Screening
Data for Adults and HELOC datasets:

nk =3 (Ce3 + CeA + Ces + Cee) =126.
For RAVDESS, GTZAN and FOR datasets:
an =3 (C83 + CBA + Cgs + C86 + Cg7+ ng) = 657,

where Cn¥ is the number of combinations from n to
k, multiplication with a factor of 3 is explained by
the fact that we have three types of ensemble
classifiers aggregation — hard voting, soft voting,
soft voting with Gompertz aggregation.

Despite the construction of a large number of
ensembles  with  various  weak  classifier
combinations, the computational complexity of the
process remains moderate due to the simplicity of
the voting stage. The main computational cost is the
training weak classifiers, which is done once. This
allows generating many ensembles by varying the
composition of classifiers without significantly
increasing the overall computational load, since the
additional costs of voting are minimal compared to
model training.

The performance of all ensembles was
evaluated on test samples using key classification
quality metrics: accuracy, F1-score, and ROC-AUC,
which provided a comprehensive picture of model
effectiveness and allowed to select the best
configurations based on maximum accuracy and F1-
score values. The use of these metrics is critical for
objective evaluation, as they cover different aspects
of model performance and help avoid biases
associated with data characteristics. Accuracy
measures the proportion of correct predictions out of
the total number of instances, providing an intuitive
overall measure of success, but it can be misleading
in unbalanced datasets where the prevalence of one
class (e.g., negative cases in Autism prediction)
leads to artificially high values by ignoring errors in
minor classes. The F1-score, as the harmonic mean
of precision and recall, is especially valuable for
tasks with class imbalance, as it balances between
minimizing false positives (precision) and false
negatives (recall). In multi-class classification (such
as RAVDESS with 7 emotions or GTZAN with 10
genres), the use of the F1-score made it possible to
take into account performance across all classes. As
a result, the best ensembles were selected based on a
combined criterion of maximum accuracy and F1-
score, which ensured the selection of configurations
that are optimal for real-world applications in
healthcare, finance, and information security, where
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minimizing errors is critical. If there is no ensemble
that has the best performance on both metrics (for
example, one ensemble has the maximum accuracy
value, while another has the maximum f-score
value), preference is given to the ensemble with the
maximum f-score value.

RESULTS OF THE STUDY

The key unified approach feature is building
many ensembles  with  different classifier
combinations of classifiers. The diversity and
variability are the main reasons for the improvement
in classification metrics, as they allow the strengths
of different models to be taken into account and their
weaknesses to be compensated for in heterogeneous
data conditions. In the experiments, a significant
number of ensembles were created for each dataset
(126 for the structured Autism and HELOC datasets,
657 for the unstructured RAVDESS, GTZAN and
FoR audio datasets), which ensured a comprehensive
search for optimal configurations. Analysis of the
results showed that ensembles with soft voting and
Gompertz fuzzy ranking often outperform hard
voting aggregation, especially in tasks with
unbalanced classes or high-dimensional data, where
accounting for prediction uncertainty plays a key
role. In addition, there is a tendency for the inclusion
of neural network models (MLP, CNN, LSTM) in
ensembles to significantly improve metrics for audio
data, while combinations with XGBoost and SVM
dominate for tabular data.

For the Autistic Screening Data dataset, out of
126 designed ensemble classifiers, the best results
were shown by ensemble consisting of NN, SVM,
XGB with soft voting with Gompertz fuzzy ranking.
The following metrics were obtained:

* Accuracy = 0.875 (+1.5% relative to the best
classifier in the compound);

* F1 Score = 0.873 (+1.3% relative to the best
classifier in the compound);

« AUC = 0.874 (the ROC-AUC curve is
shown in Fig. 5).
Complete information comparing the best

ensemble with individual classifiers is given in
Table 2.

For the HELOC dataset, out of 126 designed
ensemble classifiers, the best results were shown by
ensemble consisting of NN, SVM, Random Forest,
XGB, and Logistic Regression with soft voting.

The following metrics were obtained:

» Accuracy = 0.736 (+1 % relative to the best
classifier in the compound);

* F1 Score = 0.734 (+1 % relative to the best
classifier in the compound);

+ AUC = 0.733 (the ROC-AUC curve is shown
in Fig. 6).

08

o
o

True Positive Rate

o

02

P — ROC curve

0.0 02 04 06 08 10
False Posilive Rale

Fig. 5. ROC-AUC curve for the best ensemble for

autistic screening data
Source: compiled by the authors

Table 2. Best ensemble for autism prediction

Metrics for Autistic Screening Data
Accurac F1-score
Algorithm | Accu F1- y .
. differenc
racy score | differenc o
e
Ensemble 0.875 | 0.873
SVM 0.845 | 0.846 3% 2.7%
MLP 0.85 0.853 2.5% 2%
XGB 0.86 0.86 1.5% 1.3%
Random 0.85 | 0.845 | 25% | 2.8%
Forest
KNN 0.835 | 0.834 4 % 3.9%
Logistic 0.855 | 0.856 | 2% 1.7%
Regression
Source: compiled by the authors
Complete information comparing the best

ensemble with individual classifiers is given in
Table 3.
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Table 3. Best ensemble for HELOC

Table 4. Best ensemble for GTZAN

Metrics for HELOC Algorithm Metrics for music classification
Algorithm Accu | Fl1- Accuracy F1-score ACCUrac F1- | Accuracy | Fl-score
racy | score difference | difference Y| score | difference | difference
Ensemble 0.736 | 0.734 Ensemble 0.812 | 0.808
SVM 0.715 | 0.714 2.1% 2% SVM 0.74 0.738 7.6% 7%
MLP 0.720 | 0.720 1.6% 14% MLP 0.76 0.757 5.6% 5.1%
XGB 0.725 | 0.725 11% 1% XGB 0.688 0.685 12.8% 12.3%
Random Forest | 0.722 | 0.721 14% 1.3% Random Forest 0.668 0.659 14.8% 14.9%
KNN 0.685 | 0.685 51% 4.8% KNN 0.676 0.671 14% 13.7%
Logistic 0726 | 0.72 1% 1% CNN 0.64 | 0623 | 17.6% 18.5%
Regression
X LSTM 0.448 0.438 36.8% 36 %
Source: compiled by the authors _
;09'3t'c. 0696 | 0.689 | 11.6% | 11.9%
egression

/”’ = ROC curve

00 02 04 06 08 10
False Positive Rate

Fig. 6. ROC-AUC curve for best ensemble for
HELOC

Source: compiled by the authors

For the GTZAN dataset, out of 657 designed
ensemble classifiers, the best results were shown by
ensemble consisting of MLP, KNN, SVM, Random
Forest, CNN, LSTM, XGB with soft voting using
fuzzy ranks (Gompertz) aggregation. The following
metrics were obtained:

 Accuracy = 0.812 (+5.6 % relative to the best
classifier in the compound);

« F1 Score = 0.808 (+5.1 % relative to the best
classifier in the compound).

Complete information comparing the best
ensemble with individual classifiers is given in
Table 4.

Source: compiled by the authors

For the RAVDESS dataset, out of 657 designed
ensemble classifiers, the best results were shown by
ensemble consisting of MLP, KNN, SVM, Random
Forest, CNN, and LSTM with soft voting using
fuzzy ranks (Gompertz) aggregation. The following
metrics were obtained:

» Accuracy = 0.808 (+8 % relative to the best
classifier in the compound);

* F1 Score = 0.806 (+8 % relative to the best
classifier in the compound).

Complete information comparing the best
ensemble with individual classifiers is given in
Table 5.

Table 5. Best ensemble for RAVDESS

Metrics for emotion classification
Accura F1-
Algorithm Accur F1- cy score
acy score | differen | differen
ce ce
Ensemble 0.808 0.806
SVM 0.703 0.699 105% | 10.7%
MLP 0.728 0.726 8% 8%
XGB 0.656 0.648 152% | 15.8%
Random 0.653 | 0643 | 155% | 16.3%
Forest
KNN 0.62 0.608 18.8% | 19.8%
CNN 0.617 0.597 19.1% | 209%
LSTM 0.597 0.592 21.1% | 21.4%
Logistic 0558 | 0533 @ 25% | 27.3%
Regression

Source: compiled by the authors

For the Deepfake FOR dataset, out of 657
designed ensemble classifiers, the best results were
shown by Ensemble consisting of KNN, RF, CNN
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with soft voting. The following metrics were

obtained:

* Accuracy = 0.935 (+3.9 % relative to the best

classifier in the compound);

* F1 Score = 0.935 (+3.9 % relative to the best

classifier in the compound).

Complete

Table 6.

To summarize the results for all datasets,
Table7 was compiled,
ensemble metric

individual models.

This confirms the effectiveness of the approach:

showing
improvements over

information comparing the best
ensemble with individual classifiers is given in

the average
the best

the average improvement in accuracy is 4 %,

F1-score — 3.8 %, with the largest increase for audio
data (up to 8 %), where data’s unstructured nature
requires model combinations to capture temporal

and spectral dependencies.
Table 6. Best ensemble for FOR

Metrics for FOR

Algorithm F1- Accuracy F1-score
Accuracy score | difference | difference

Ensemble 0.935 0.935
SVM 0.816 0.813 11.9% 12.2%
MLP 0.852 0.827 8.3% 10.8%
XGB 0.792 0.789 14.3% 14.6 %
Random 0.828 | 0.827 | 10.7% 10.8%
Forest
KNN 0.896 0.896 3.9% 3.9%
CNN 0.894 0.903 41 % 3.2%
LSTM 0.881 0.876 54% 59%
Logistic

gistic 0.816 | 0813 | 11.9% | 122%
Regression

Source: compiled by the authors

Table 7. Summarizing the results

Increase | Increase
. . Best
Dataset 'n n F1- aggregation
Accuracy | score tvpe
(%) (%) 7P
Adltistic Soft voting
Screening 15 1.3 with
Data Gompertz
HELOC 1 1 Soft voting
Soft voting
GTZAN 5.6 51 with
Gompertz
Soft voting
RAVDESS 8 8 with
Gompertz
FoR 3.9 3.9 Soft voting
Average 4 3.8

Source: compiled by the authors

The results also indicate that improvements are
smaller for binary tasks (Autism, HELOC, FoR)
than for multi-class tasks (GTZAN, RAVDESS),
which is due to the greater complexity of the latter.
Overall conclusion of the section: the unified
approach demonstrates the consistent superiority of
ensembles over individual models, with the greatest
effect in tasks with unstructured data.

CONCLUSIONS

The developed method for constructing
ensemble classifiers based on a unified approach has
demonstrated high efficiency in classifying
structured and unstructured data across various
fields, including healthcare, finance, information
security, and audio content analysis. The research
objective has been achieved: the proposed
methodology, which includes data preprocessing,
optimization of individual classifiers (KNN, SVM,
Random Forest, XGBoost, MLP, CNN, LSTM,
Logistic Regression) and stacking with various types
of aggregation (hard voting, soft voting, soft voting
with Gompertz fuzzy ranking), ensures that
heterogeneous data is converted to a single format
and improves classification accuracy. Experiments
on five datasets (Autistic Spectrum Disorder
Screening Data for Adults, HELOC, RAVDESS,
GTZAN, FoR) confirmed the universality of the
approach: for structured tabular data (healthcare and
finance), the metric improvements were 1-1.5 % in
accuracy and F1-score, and for unstructured audio
data (emotion and genre analysis, and synthetic
speech detection), the improvement was up to 8%,
with an overall average gains of 4 % in accuracy and
3.8 % in F1-score over the best individual models.
This highlights the method's ability to adapt to
different types of data and tasks, minimizing class
imbalance, noise, and overfitting issues by
combining models. Using this method allows to
automatically determine the composition of an
ensemble classifier for a specific dataset of a
specific subject area within the method.

The statistics obtained confirm the practical
value: the best ensembles, often using Gompertz to
account for uncertainty, outperform individual
classifiers by 1-8 % on key metrics, making the
approach applicable in real-world systems where
accuracy is critical — from early diagnosis of autism
and credit risk assessment to deepfake detection in
security systems and music recommendations. The
method’s unified nature allows the use of a single
methodology for preprocessing (extracting MFCC
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and spectrograms for audio, normalization for Hence, using this unified approach to build
tabular data), tuning, and evaluation, regardless of ensemble classifiers for structured and unstructured
the nature of the data, which simplifies data isa promising research direction.
implementation in interdisciplinary projects.
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Metoa mod0yaoBu ancam0/ieBUX KIacu(PiKaToOpiB CTPYKTYPOBAHHUX
TAa HECTPYKTYPOBAHMX JIaHUX HA 0a3i yHipikoBaHOTO miaxomxy
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AHOTALIA

EdexruBHa wiacudikaiisi reTeporeHHHX THINB JaHHX, BKIIOYAIOYHM CTPYKTYPOBaHI TaONMHMYHI [JaHi Ta HECTPYKTypOBaHi
ay/IiOCHIHAJIM, € HA/[3BUYAMHO BaXTUBOIO B TAKMX PI3HOMAHITHHX Tajy3sX, K OXOpPOHA 3/10poB's, (inancH, indopmalriiiHa Oe3reka ta
aHalli3 ayliOKOHTEHTY. MeTa [bOro JOCTIIKEHHS — po3poOuTH yHi(hiKOBaHUI TiAXiq 10 MOOYIOBH aHcamOieBuX Kiacu(ikaTopis,
3IaTHUX OOpOOIATH pi3HOMaHITHI (JOpPMATH JAAHHX B paMKaxX €IWHOI CTPYKTYPH, MiJBHIIYFOYM TOUHICTH 1 HAAIHHICTH Kiachikarii.
Meronornorist iHTETpye TEXHIKH IMOMEpenHbOi OOpOOKHM JaHWX, BHJIYYCHHS O3HAK Ta CTpAaTerii HopMaizamii, siki IEepeTBOPIOIOTH
reTeporeHHi Ha0OpW JaHWX Y CTaHAAPTH30BAHUM YHCIOBUN (opMmaT, MpUIaTHUNA sl aHCaMONeBOro HaBYaHHA. Bicim 6a30BHX
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KJIacu(iKaTopiB, IO OXOIUTIOIOTH TPAAMIIMHI ITOPUTMH MAIIMHHOTO HABYAHHS Ta TNIMOOKI HEWpOHHI Mepexi, Bkmrodaroun K-
HAWOIMKIMX CYCiJIiB, MAlllMHA OMOPHUX BEKTOpIB, Bumaakosuii jic, XGBOOSt, noricruuny perpecito, GararomapoBuil mepIienTpoH,
3rOpTKOBI HEMPOHHI MepeKi, Mepexi 3 TOBrOK0 KOPOTKOYACHOO MaM'sITTIO, Oy/IM HABYEHi Ta ONTHMIi30BaHi 3a jporomororo Grid Search
Cross Validation. [list dhopmyBamHst arcamOIIi0 6ys10 BUKOPHCTAHO CTEKYBAaHHS 3 Pi3HUMH THIIAMH arperarii, Takumu sik hard voting,
soft voting Ta soft voting 3 HeuiTkuMm pamxyBanHsM ['ommepiia, /s epEeKTHBHOrO MMOEJHAHHS MPOTHO3IB MO 3 ypaxyBaHHSIM
HEBHM3HAYCHOCTI Ta IIyMy. EkcriepuMeHTalbHA OIiHKA I'STH €TaJOHHUX HAOOpIB JaHUX — BiJ MEIUYHOI JIArHOCTHUKH Ta OIHKH
KPEIWUTHOTO PU3KKY JI0 PO3II3HABaHHA €MOMIH Y MOBJIEHHI, KiIacu(ikarli My3HIHIX >KaHPIB Ta BISIBICHHS CHHTETUYHOIO MOBJICHHS —
JIEMOHCTPYE IOCTiHHE MOJIIIIEHHS TOYHOCTI Ta TOKa3HWKIB F1-SCOre, 3 mpmpocroM m0 8 BIICOTKIB MOPIBHSHO 3 HAaWKpaniMu
IHIUBI TyalTbHAMH KITacudikaTopamu. Lled minxia BUSBISIETECS 0COOIMBO e(DEKTHBHIM JUTsl HECTPYKTYPOBAHUX aylioJlaHuX, JI€ YacoBi
Ta CHEKTPAIbHI 3aJIeXKHOCTI CTAHOBJATH 3HAYHI BHUKJIMKU. Pe3ynbTaTHl MiKpecIrooTh YHIBEPCAIBHICTh 1 NPAaKTHYHY LiHHICTH
3aIPOIIOHOBAHOI YHi(iKOBaHOI METOONIOTIT aHCAaMOJIIO B BUpIIIeHHI IIpobiieM ucbaancy KiaciB, IIyMy Ta pO3MipHOCTI, IPOITOHYIOUYH
MaciuTaboBaHe PIIIEHHS, sIKe MOXKHA aJaNlTyBaTH 10 pi3HMX obOnacred. Pobora cripusie CTBOPEHHIO KOMIUIEKCHOI CTPYKTYPH, IO
TIOJIETIIIyE PO3pOOKY HaTiHHMX KIIAcH(IKaTOpiB JUIS CKIAJHUX PealbHHX JaHHX, 1 BIIKPHUBA€ IULAX JUIT MAHOYTHIX JOCTIIKEHb, IO
IHTETPYIOTh T€TEePOreHHi HKepera TaHUX y HUTICHI IPOTrHO3HI MOJIENi.
KuarouoBi ciioBa: ancamb6riesi acudikaropu; MamiHae HapdaHHst; hard voting; soft voting; Gompertz function
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