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ABSTRACT

The article addresses the problem of evaluating the computational complexity of basic cascade GL-models used for modeling
the behavior of fault-tolerant multiprocessor systems in the flow of failures. The purpose of this work is to reduce the complexity of
such models by optimal selection of their parameters. It has been demonstrated that a single system usually corresponds to an entire
family of cascade GL-models, differing in cascade depth and parameters, with each having its own computational complexity. To
simplify the process of modeling the system behavior under a flow of failures, it is advisable to choose the cascade GL-model
configuration with the lowest complexity. However, additional constraints on the model, such as cascade depth limitations, must also
be considered. This work applies an empirical-analytical research method. An analysis of computational complexity for cascade GL-
models was conducted using specially developed software, which automated model construction for various combinations of
parameters. Subsequently, a comparative analysis of the complexity of their edge function expressions was performed to identify
dependencies on parameter values. Experimental studies were carried out for fault-tolerant multiprocessor systems with varying
numbers of processors and different maximum allowable failure multiplicities (but not exceeding half of the total number of
processors in the system). It was shown that cascade GL-models typically have significantly lower computational complexity
compared to standard basic GL-models, especially for systems with a small maximum number of allowed failures. However, in cases
where the allowed number of failures equals or exceeds half of the processor count, standard models may become less complex.
Based on the conducted analysis, practical recommendations for selecting the parameters of cascade GL-models were formulated for
the first time. In particular, the lowest complexity is achieved when the fault tolerance coefficient of the auxiliary model is minimized
at each cascade level; however, this leads to a maximal cascade depth. If cascade depth is limited, the lowest complexity is achieved
by evenly or nearly evenly distributing the fault-tolerance coefficients among auxiliary models. If an even distribution is impossible,
it is advisable to place higher-value coefficients at deeper cascade levels. Experimental results demonstrate that the application of the
proposed recommendations can significantly reduce the overall complexity of edge function expressions in the cascade GL-model
compared to the basic GL-model, with the effectiveness of the approach increasing as the system size grows.
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INTRODUCTION

Nowadays, automated and fully automatic
systems are being increasingly implemented. This
frees up human resources from routine tasks and
allows them to focus on solving more complex
problems. The use of such systems helps minimize
the human factors influence, consequently
improving the quality of management by reducing
decision-making time, increasing the volume of
information processed per unit of time, and
eliminating the impact of operator fatigue and

of automated systems makes operation feasible
under conditions and environments where human
work is impossible or extremely dangerous. Control
systems (CS) are used to manage such facilities
[11. [2].

Special attention should be given to so-called
critical application systems or safety-related systems
[31, [4], [5]. Failures of these systems may lead to
significant material losses, cause environmental
damage, or pose hazards to human health and life.
Given the complexity of control algorithms and
increased computational resource requirements,

emotional exhaustion. Additionally, the application

© Romankevich V., Morozov K., Romankevich A.,
Nikishyn Y., 2025

fault-tolerant multiprocessor systems (FTMS) are
often used as control systems for these objects
[6], [7]. Such systems can maintain operability even
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if individual processor components fail, significantly
increasing their reliability.

One of the critical stages in the FTMS
development process is assessing their reliability
parameters. This is particularly relevant for complex
control systems characterized by many components
and numerous potential failure combinations, where
this task is typically non-trivial and resource-
intensive [8],[9], [10], [11]. Thus, there is a
necessity for effective methods to evaluate reliability
parameters in such systems.

It is worth noting that FTMS are classified as
basic and non-basic. Basic systems remain resistant
to failures of any subset of processors as long as the
number of these failures does not exceed a
predefined threshold. Such systems are traditionally
denoted as K(m, n), where n is the total number of
processors, and m is the maximum allowable
number of processor failures at which the system
maintains operability. Non-basic systems, on the
other hand, have more complex structures and may
remain stable only for specific combinations of
failures while being unstable for other combinations
of failures of the same multiplicity. This
significantly complicates the task of reliability
analysis for non-basic FTMS and requires special
modeling approaches.

LITERATURE REVIEW

Approaches to evaluating the reliability of
fault-tolerant multiprocessor systems are
conventionally divided into two main groups
(8], [12], [13], [14].

The first group — analytical methods — is based
on constructing exact mathematical expressions for
computing  reliability = parameters  [15], [16],
[17], [18]. The primary advantages of this approach
are the simplicity of calculations and high accuracy
of the obtained results. However, its limitations
include restricted applicability, as typically each new
type of FTMS requires developing a separate
calculation method [12], [13], [17]. Therefore, this
approach is most suitable for systems whose
structure can be described by a relatively small
number of parameters. Such systems include basic
structures like k-out-of-n systems [15], as well as
certain non-basic structures such as k-to-l-out-of-n
[19], consecutive k-out-of-n [20], [21], [22], [23],
[24], [25], [26], [27], consecutive k-within-m-out-of-
n  [28],[29], consecutive-kr-out-of-n,  [30],
consecutive k-out-of-r-from-n [31], [32], [33], (n,f,k)
systems [34], [35], [36], <n,fk> systems [34], [35],
consecutive-(k, I)-out-of-n  [37], [38], (r, s)-out-of-
(m, n) [39], [40], and others.

The second group comprises methods based on
statistical modeling of system behavior in a flow of
failures [41], [42]. The advantages of these methods
include flexibility, allowing the approach to be
adapted for various types of systems. However, their
drawback is the dependency of reliability evaluation
accuracy on the number of conducted experiments,
which in practice leads to the necessity of
performing numerous tests involving considerable
time and resource expenditures. Consequently,
reducing the complexity of these experiments
directly influences the efficiency of resource
utilization and enhances the accuracy of reliability
estimations.

CASCADE GL-MODELS AND
THEIR PROPERTIES

GL-models can be used for modeling the
behavior of FTMS under the flow of failures
[43],[44]. A GL-model is represented as an
undirected graph, where each edge corresponds to a
Boolean edge function defined on the system’s state
vectors — Boolean vectors in which each element
represents the state of a particular processor within
the system (1 for operational, O for failed). If the
value of a Boolean function for a particular edge
equals 0, the corresponding edge is removed from
the graph, affecting its connectivity. The
connectivity of the resulting graph directly
corresponds to the state of the system in the flow of
failures: a connected graph indicates an operational
system, and vice versa.

Basic GL-models are denoted as K(m, n), where
n is the total number of processors in the system, and
m is its fault-tolerance degree — the maximum
number of processor failures that the system can
withstand while maintaining its functionality.

The fault-tolerance coefficient of a basic GL-
model K(m, n) is the value of the fault-tolerance
degree of the corresponding FTMS, specifically the
value m.

In such models, it is assumed that the system
remains operational if the number of failures does
not exceed m. Upon the occurrence of m+1 failure,
the system transitions to a failed state.

GL-models can be constructed based on cyclic
graphs, as proposed in [44]. The advantage of such
models is the simplified connectivity evaluation
procedure: the graph remains connected if and only
if it loses no more than one (arbitrary) edge. The
number of edges N in a K(m,n) model built
according to [44] equals N = n —m + 1. In vectors
with [ = m + 1 zeros, corresponding to | processor
failures, the graph loses more than one edge, thus
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losing its connectivity, interpreted as the system
becoming inoperative.

Fig. 1 illustrates a GL-model corresponding to a
system consisting of 11 processors, maintaining
functionality with up to 5 arbitrary processor
failures. Such a system’s model, constructed
according to [44], is denoted as K(5, 11), and
includes Boolean edge functions fy, f,, ..., f7.

K(5,11)

fs
Fig. 1. Model K(5, 11)

Source: compiled by author

Cascade GL-models [45] expand the traditional
paradigm of modeling FTMS behavior in a flow of
failures by sequentially combining multiple basic
single-level GL-models constructed according to
[44]. The output values (results of edge function
calculations) of one model serve as the input vector
for the next model. This process can be repeated an
arbitrary number of times, forming a multi-level
structure denoted as K([mz, mz, ..., mr], n), where m;
represents the fault-tolerance coefficient of the i-th
sub-model, and T is the cascade depth.

Each sub-model is an independent basic GL-
model, and the entire cascade model remains a basic
model with a combined fault-tolerance degreeg,
calculated as follows:

T
U= Zmi -T+ 1.
i=1
This formula reflects the method of aggregating
the fault-tolerance coefficients of sub-models.
Consequently, the cascade model behaves as a single
basic model K(u, n) with the same number of
edges, namelyN =n —u + 1.

Despite its multi-level structure, the cascade
GL-model does not increase overall structural
complexity: its final graph has a cyclic topology and
demonstrates the same number of edges and edge-
loss characteristics as a traditional single-level basic
GL-model with an equivalent fault-tolerance
coefficient. Although intermediate sub-models
possess internal graphs, these are exclusively used to
compute composite edge functions and do not affect
the final graph structure. Utilizing this approach
efficiently  subdivides the construction and
calculation of logical expressions of model edge
functions into simpler sequential subtasks. This
modularity has several advantages: it simplifies
model construction by allowing the combination of
several smaller sub-models instead of creating a
single large model containing complex Boolean

expressions as edge functions; it reduces
computational ~ complexity  through  reusing
intermediate results and avoiding redundant

operations.

For example, consider a multiprocessor system
with n = 11 processors that remains operational
with no more than m =5 arbitrary component
failures. The basic GL-model for this system is
denoted as K(5, 11) and has the graphical structure
depicted in Fig. 1, where graph edges correspond to
Boolean functions fi, f, ..., f; calculated according
to [44].

Applying the cascade approach, this same
system can be represented by seven alternative
cascade configurations: K*([2, 4], 11), K?([3, 3], 11),
K3([4, 2], 11), K%[2,2,3],11), K¥([2,3,2],11),

K&[3,2,2],11), K'([2,2,2,2],11). To clearly
illustrate the construction of cascade
GL-models, let wus examine the model

K>([2, 3, 2], 11) in greater detail. By sequentially
applying method [44] to construct each level of this
model, we obtain the final graph shown in Fig. 2,
which contains the same number of edges (N = 7)
as the basic model K(5, 11). It is important to note
that intermediate sub-models are used only to
calculate edge function values of the cascade model;
their internal graph structures are not taken into
account. Thus, the cascade approach enables
forming multiple alternative configurations for a
single system, providing reduced computational
complexity and increased modeling flexibility
compared to traditional basic GL-models.
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Fig. 2. Cascade GL-model K5([2,3,2],11)

Source: compiled by the authors

PROBLEM STATEMENT

As previously noted, when solving the task of
reliability assessment for fault-tolerant
multiprocessor systems, it is crucial to ensure the
reduction of computational complexity of the
corresponding GL-model. For large systems, the use
of basic GL-models can be inefficient due to the
large number of logical operations required. A
promising alternative is the application of cascade
GL-models.The overall complexity of a cascade
model significantly depends on its configuration -
specifically, the number of cascade levels and the
distribution of fault-tolerance coefficients among
sub-models. It is important to note that the number
of possible cascade model configurations grows
exponentially with an increase in the fault-tolerance
degree of the system. This fact is confirmed by
numerous experiments conducted within the scope
of this study. Consequently, there arises the problem
of selecting optimal cascade parameters to achieve
the highest efficiency.

PURPOSE AND OBLECTIVE OF THE
RESEARCH

The purpose of this research is to reduce the
computational complexity of cascade GL-models for
fault-tolerant multiprocessor systems by formulating
recommendations for selecting cascade parameters.
Such recommendations can be derived by
identifying  patterns  in  forming  optimal
configurations of cascade GL-models through a
series of statistical experiments and a detailed
analysis of obtained data, taking into account
constraints on cascade depth and the distribution of
fault-tolerance coefficients among cascade levels.

To achieve this goal, the following objectives
have been defined:

1) develop a tool

software capable of

automatically generating cascade GL-models for
specified parameters (fault-tolerance level and size
of the  multiprocessor  system), allowing
determination of their computational complexity
based on the number of Boolean operations;

2) conduct a series of statistical experiments to
evaluate the computational complexity of various
configurations of cascade models and to identify
patterns in their behavior depending on selected
parameters;

3) perform a comparative analysis of the
obtained results for cascade and basic single-level
GL-models, identifying the advantages and
disadvantages of applying the cascade approach.

EXPEREMENTS AND ANALYSIS

In this research, the experimental part was
conducted using a specially developed software tool
that enables automated generation of cascade GL-
models according to specified parameters. This tool
calculates the number of Boolean operations
(conjunctions and disjunctions) in the expressions of
their edge functions and verifies the connectivity of
the resulting model for an arbitrary system state
vector. Experiments were carried out on
multiprocessor systems containing between 6 and 30
components, with the allowable number of failures
varying from 2 to 15, provided that the maximum
number of failures did not exceed 50% of the system
size (for example, for a 10-processor system, a
maximum of 5 failures was permitted).

The obtained experimental data were analyzed
using descriptive statistical methods and presented
in graphical form, allowing for data structuring and
identification of the main trends in computational
complexity as a function of cascade parameters.

Let us evaluate the change in computational
complexity of cascade GL-models of type K(m, 30)
to gain a general understanding and identify relevant
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trends within the range m € [3,15]. The case m =2
is not representative in this evaluation, as it is the
same to the basic GL-model. And the case m =15
corresponds exactly to the 50% failure threshold.
Considering the specific nature of cascade models,
namely the existence of multiple possible
combinations for cascade formation, the arithmetic
mean of computational complexity across all
permissible combinations was calculated for models
with the same cascade depth.

The analysis of the graphs presented in Fig. 3
demonstrates that the computational complexity of
the basic GL-model construction approach (where
T = 1) is the highest compared to cascade models.
Even at the minimal cascade depth (T =2), a
complexity reduction is observed compared to the
single-level model. For example, for a system with
30 processors and an allowable failure multiplicity
of m = 14, the basic GL-model K(14, 30) has a
complexity of 6511 Boolean operations. In contrast,
the cascade model with depth T = 2, denoted as
K%([13, 2], 30) — even though it exhibits the worst
performance among all possible configurations —
demonstrates a computational complexity of 6451
operations, corresponding to a 0.9% reduction in
complexity.

Thus, even in the worst cases, cascade models
demonstrate advantages over basic single-level
models. At the same time, to ensure that the applied

averaging does not distort the overall conclusion and
that the trend of decreasing computational
complexity with increasing cascade depth is
preserved, it is advisable to analyze the minimum
complexity values for each cascade depth.

Fig. 4 shows that the behavior of the models
remains consistent with the previously identified
trend. Further analysis of the dependence of
computational complexity on parameter T indicates
a significant reduction in the number of logical
operations as cascade depth increases.

For the same system of 30 processors, cascade
models with depths from 2 to 13 were constructed.
The lowest complexity was obtained for the model
K*4%([2,2,2,2,2,2,2,2,2,2,2,2,2],30), where
the number of Boolean operations is 1157,
corresponding to a 82.2% reduction in complexity
compared to the basic approach.

The obtained results indicate that, under
conditions where the number of failures in the
system does not exceed 50% of its total size, the
cascade approach allows decomposing complex
Boolean expressions into a series of simpler
subtasks, significantly reducing the overall
computational complexity of the model. This makes
cascade GL-models more suitable for use in large-
scale systems, where traditional single-level models
lose efficiency due to an excessive number of logical
operations.
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Fig. 3. Average model complexity depending on cascade depth
Source: compiled by the authors
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Fig. 4. Minimum model complexity depending on cascade depth
Source: compiled by the authors

However, there are cases where the cascade
approach may vyield slightly worse results compared
to the basic approach. This occurs when the system’s
fault-tolerance degree equals or exceeds 50% of its
size. For example, for the model K(15,30), the
computational complexity is 6542 Boolean
operations, whereas for cascade  models
K'2([13, 3], 30) and K'¥([14, 2], 30), complexities of
6556 and 6565 operations were obtained,
respectively. As the difference between the fault-
tolerance degree and the system size decreases, the
number of such cases increases.

Considering  these results, it can be
hypothesized that the efficiency of cascade GL-
models is determined not only by the cascade depth
but also by the distribution of fault-tolerance
coefficients at each level. Such a distribution
potentially affects the complexity of subtasks at
individual cascade levels and, consequently, the
overall computational efficiency of the model.

According to the cascade GL-model
construction algorithm [45], the specific values of
the fault-tolerance coefficients for each sub-model
significantly influence the number of Boolean
operations required to implement that cascade level.
Increasing the cascade depth is accompanied by a
rapid growth in the number of possible coefficient
distribution ~ combinations,  underscoring  the
importance of a detailed investigation into the
impact of these distributions on overall model
complexity.

To illustrate this aspect, a detailed analysis of

the model of type K(8,23) was conducted,
examining all permissible cascade configurations.
To confirm the general trend, models K(8, 17),
K(8, 20), K(8, 26), and K(8, 29) were also analyzed.
The obtained results are presented in Figs. 5-9. The
basic GL-model K(8, 23), with a complexity of 1685
Boolean operations, serves as a benchmark for
comparison with cascade implementations.

Further efficiency analysis is carried out in two
main directions: the first concerns the impact of the
fault-tolerance coefficient values at the initial
cascade levels, and the second addresses the
dependence of computational complexity on the
uniformity of their distribution across the entire
cascade depth.

For the analysis in the first direction, models
with cascade depths T =2, 3, and 4 were selected,
since at shallow depths it is possible to form
configurations in which one cascade level has a
significantly higher fault-tolerance coefficient than
the others. The initial stage considers cascade
models with depth T =2; the results are shown in
Fig. 5.

The analysis of the graph allows for
highlighting several important observations. In
particular, a significant increase in computational
complexity is observed for the models K*([5, 4], 23),
K5([6, 3], 23), and K®([7, 2], 23) compared to the
previous configurations K([2, 7], 23), K¥([3, 6], 23),
and K3([4, 5], 23). Analyzing the fault-tolerance
coefficients according to algorithm [45], one can
hypothesize that a larger fault-tolerance coefficient
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at the first cascade level leads to an increase in the
number of required intermediate calculations.
Conversely, if the first cascade level is characterized
by smaller coefficients, the initial partitioning of the
set into subsets becomes simpler, reducing the
number of required Boolean operations. Thus, the
more complex computations are transferred to the
second cascade level, which operates on fewer
states, thereby reducing overall computational
complexity. Accordingly, lower coefficient values at
the initial levels contribute to reducing the
computational complexity of cascade GL-models.

2500
2000
1500

1000 w

500 — - -~y

T 1 T T T T
[2,7] [3, 6] [4, 5] [5, 4] [6, 3] [7,2]

® KB @ KB 20 K(8,23) @ KiB, 26) K(8, 29)

Fig. 5. Computational complexity of cascade
GL-models for T =2

Source: compiled by the authors

The transition to models with greater depths
(T=3 and T=4) confirms the identified pattern.
The graphs for the corresponding configurations are
shown in Fig. 6 and Fig. 7. As seen in Fig. 6, models
with high fault-tolerance coefficients at the initial
cascade levels demonstrate greater computational
complexity. Specifically, configurations
K([2, 6, 2], 23), K¥([5, 3, 2], 23), K?([6, 2, 2], 23),
and others exhibit pronounced peaks, indicating an
increase in the number of logical operations in cases
of uneven distribution of fault-tolerance coefficients.

Similar behavior is observed in Fig. 7,
confirming the negative impact of large fault-
tolerance coefficients at the initial cascade levels. At
the same time, the same graphs reveal configurations
that demonstrate the opposite trend — significantly
lower computational complexity.

Thus, among the configurations with depth T = 4,
the lowest complexity values are demonstrated by
five models: K?([2, 3, 3, 3], 23) with 678 Boolean
operations; K*([3, 2, 3, 3], 23) with 685 operations;
K®([3, 3, 2, 3], 23) with 692; K3%([3, 3,3, 2], 23)
with  699; and K2%([2,2,3,4],23) with 716
operations. A common feature of four of these
configurations is the principle of distributing the
fault-tolerance  coefficients: the values are
distributed evenly or nearly evenly across cascade

levels. Such a structure contributes to reducing the
computational load at individual levels and,
accordingly, the total number of Boolean operations
in the model.

2000

® KEIT) @ K8 20

Fig. 6. Computational complexity of cascade
GL-models for T =3

Source: compiled by the authors
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Fig. 7. Computational complexity of cascade
GL-models for T =4

Source: compiled by the authors

In contrast, models with pronounced coefficient
imbalances, such as K*([5, 2, 2, 2], 23),
K®([2, 2,5, 2],23), and others, concentrate the
majority of intermediate computations at a single
cascade level. This leads to an increase in the
number of intermediate operations at one level of the
cascade and, consequently, to a rise in the overall
computational complexity of the model.

Thus, the results of the first part of the analysis
showed that large fault-tolerance coefficient values
at the initial levels can noticeably increase the
model’s computational complexity. At the same
time, it is already apparent at this stage that the
overall nature of the coefficient distribution across
all cascade levels is equally important. This formed
the basis for the second analysis direction —
examining the impact of uniformity in fault-
tolerance coefficient distribution on computational
complexity.

With a further increase in the number of
cascade levels, the coefficients at each level
gradually decrease, naturally leading to an
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approximation of uniform weight distribution. The
analysis of the data in Fig. 8 and Fig. 9, which
illustrate cascade models with depths of 5 and 6
levels, allows for the identification of configurations
in which the smallest fault-tolerance coefficients are
concentrated at the initial levels. Combined with an
almost uniform weight distribution, this provides a
significant reduction in the overall computational
complexity of the model.

1000
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® KB @ KB 20) Kig, 23) @ K(8, 26) K(8, 29)

Fig. 8. Computational complexity of cascade
GL-models for T =5

Source: compiled by the authors
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Fig. 9. Computational complexity of cascade
GL-modelsfor T =6

Source: compiled by the authors

For example, the model K*([2, 2, 2, 3, 3], 23)
demonstrates  significantly  lower complexity
compared to the configuration K°([4, 2, 2, 2, 2], 23),
which is unbalanced and has a higher coefficient at
the first level. The latter is the least efficient among
models with depth T =5 and has approximately 20%
higher computational complexity. This dependence
is visually illustrated in Fig. 9, which presents
configurations with a single coefficient equal to 3
while the remaining coefficients are set to 2. As
shown in the graph, moving the larger coefficient
closer to the start of the cascade leads to an increase
in overall complexity.

The lowest complexity among all models
examined for the system K(8, 23) is exhibited by the

configuration K%([2, 2, 2,2, 2,2, 2], 23), which is
characterized by a uniform distribution of fault-
tolerance coefficients (all cascade levels have the
same minimum coefficient of 2). The total
computational complexity of this model is 483
Boolean operations, which is 3.5 times less
compared to the basic GL-model with complexity of
1685 operations. Such a significant complexity gain
is explained by the fact that, with uniform and
minimal coefficient values at each cascade level, the
set of processor states is sequentially split into small
subsets, substantially reducing the number of
intermediate computations.

RECOMMENDATIONS FOR
CONSTRUCTING CASCADE GL-MODELS

Based on the conducted analysis of
computational complexity for cascade GL-models of
fault-tolerant multiprocessor systems, a series of
practical recommendations can be formulated to
reduce the overall computational complexity.

The lowest complexity is exhibited by
configurations in  which the fault-tolerance
coefficients at each cascade level are set at their
minimal values (mi=2 for i =1,T, where T =
m — 1). These configurations have the general
form K([2, 2, ..., 2], n).

However, using such configurations
necessitates creating a cascade with significant
depth, which leads to a substantial increase in the
total number of model levels. At the same time,
developers may impose constraints on the maximum
allowable cascade depth.

In these cases, it is advisable to apply a uniform
or near-uniform distribution of fault-tolerance
coefficients among the individual cascade levels. If a
uniform  distribution is unattainable, it is
recommended to arrange the coefficients such that
their values gradually increase towards deeper
cascade levels. This approach allows simpler
computations at initial cascade levels, and more
complex computations at deeper levels, where the
input vector size is smaller. Such a distribution
ensures balanced computational workload and
reduces the total number of Boolean operations
compared to a single-level basic GL-model.

The recommendations provided help avoid
excessive structural complexity due to moderate
cascade depth, ensure high computational speed and
efficiency, and render cascade GL-models suitable
for practical application in real-world tasks of
evaluating reliability parameters for fault-tolerant
multiprocessor systems.
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ALGORITHM FOR CONSTRUCTING
CASCADE GL-MODELS

Based on the previously formulated
recommendations for reducing computational
complexity, the algorithm for constructing a cascade
GL-model [45] is defined as follows.

Consider a system of size n with a required
fault-tolerance level m, and a cascade GL-model
constrained to a fixed depth T. Under these
conditions, the construction of a cascade GL-model
of the form K([mi, my, ..., mr], n) begins with
determining the fault-tolerance coefficients for each
level of the cascade.

This requires solving the problem of
partitioning the integer m into a sequence {m;}_,
subject to the following constraints:

— the total sum of the coefficients must satisfy
_omi=m+T-1,

— each coefficient must satisfy m; > 2;

— the sequence of coefficients should be as
balanced as possible;

— higher values should be assigned to the
deeper levels of the cascade.

The computation of the cascade coefficients
will consist of the following steps.

Step 1. Compute the total required sum of
coefficients:

S=Yl_m=m+T-1.

Step 2. Determine the base value q = EJ and

the remainder r = S mod T.
Step 3. Generate the sequence of coefficients:

_{ q, 1<i<T-r
Mi=g+1, T-r<i<T

The resulting sequence satisfies all specified
constraints, including the total sum and the desired
ordering of larger values toward the end.

The construction of the cascade GL-model is
then carried out iteratively as follows:

Step 4. Set the initial cascade level index:
i:=1.

Step 5. Set the initial model size n; :=n.

Step 6. Define the input vector v, representing
the state of the system components.

Step 7. Construct the base model K(mi, n;)
using v as the input vector.

Step 8. Replace v with the edge function values
computed from the model.

Step 9. Update the model size for the next

cascade level using: n;;4 :=n; —m; + 1.

Step 10. Increment the cascade level: i :=i + 1.

Step 11. If i < T, repeat steps 7-10.

This algorithm produces a cascade GL-model
that incorporates the recommended coefficient
allocation  strategy, minimizes computational
complexity, and respects predefined structural
constraints such as cascade depth.

CONCLUSIONS

The article investigates the dependence of
computational complexity of cascade GL-models for
describing the  behavior of  fault-tolerant
multiprocessor systems under the flow of failures,
focusing on their configuration parameters. The
analysis was conducted taking into account cascade
depth and the distribution of fault-tolerance
coefficients among cascade levels. For this purpose,
a series of statistical experiments was performed
over a wide range of parameters using a specially
developed software tool.

The study encompasses systems ranging in size
from 6 to 30 components, with allowable failure
multiplicities (fault-tolerance coefficients) ranging
from 2 to 15, but not exceeding 50% of the system
size. It has been demonstrated that cascade models
are capable of significantly reducing the number of
Boolean operations compared to basic single-level
approaches, especially under conditions of a small
allowable number of failures.

The configurations showing the lowest
complexity are characterized by a uniform or near-
uniform distribution of fault-tolerance coefficients,
as well as by gradually increasing coefficient values
towards deeper cascade levels. However, in cases
where the number of allowable failures is at least
half of the total number of components, cascade
models may become less efficient compared to basic
single-level models.

Based on the obtained results, practical
recommendations were formulated regarding the
selection of cascade configurations that minimize
computational complexity, considering system size,
allowable failure multiplicity, and cascade depth
constraints.  Importantly, experimental  results
demonstrate  that  applying the  proposed
recommendations can reduce the total complexity of
edge function expressions in cascade models by up
to 83%, compared to the worst-case scenario that
may arise if the model is constructed without
following any guidelines. In such cases, arbitrary or
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suboptimal parameter selection can lead to the automated selection of cascade model
unnecessarily high complexity. parameters in modeling tasks involving the behavior

Further research should be aimed at refining of fault-tolerant multiprocessor systems under a flow
these recommendations and developing methods for  of failures.
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AHOTALIS

PobGoty mpucBadeHO TPOONEMi OIHKA OOYHCIIOBAIBHOI CKIAAHOCTI 0a30BuX Kackamuux GL-Moneneil moBemiHKH
BIZIMOBOCTIHKMX 0araTonpoLECOPHUX CHUCTEM Y MOTOLI BiIMOB. MeToro poGOTH € 3MEHIIEHHS CKIaHOCTI TaKUX MOJIENeH HIIIXOM
BuOOpY ix mapametpiB. [lokaszaHo, 110 OJHIM CHCTEeMi 3a3BHYaii MOXXE BiMOBiAaTH Iiiyie ciMeicTBO Kackamuux GL-moneneit, siki
BiZIPI3HAIOTHCA TIAMOMHOIO Ta MapaMeTpaMH KacKamay, MPHYOMY KOKHA 3 HHX Ma€ BIACHY OOYMCIIIOBANBHY CKIAIHICTB. 3 METOIO
CIIPOIIEHHS TIPOIIeCY MOJEIIOBAHHS MOBEIIHKM CHCTEMH y IMOTOIl BiIMOB JOUINEHO OoOMpaTH Taky KoH(irypamito xackamHoi GL-
MojieNi, sika Mae HalMEHIy CKIaaHicTh. BoxHouac HEoOXiJHO BpaxOBYBATH MOJXIIMBI JIOJATKOBI OOMEXKEHHsS Ha MOJeCb
(Hampukiag, oOMexeHHs Ha MIMOMHY Kackaay). Y poOoTi 3aCTOCOBaHO eMIipHUKO-aHANITHYHUA METOH JOCHTIKeHHs. 3AiHCHEHO
aHaymi3 00YMCIIOBANIBbHOI CKIamHOCTI KackamHux GL-Mozeneidl: 3a JOMOMOIOK  CreliajbHO PO3POOJIEHOTO HPOTrPaMHOrO
3a0e3MedYeHHs] TPOBEACHO aBTOMAaTH30BaHY MOOYIOBY MoJenei Uil pi3HWX KOMOiIHAmiid TapaMeTpiB, IMicias YOro BHKOHAHO
HOPIBHSIHHS CKJIQIHOCTI BHpa3iB iXHiX peOepHHX (YHKIIH 3 METOI BHSBJICHHS 3aJISKHOCTEH BIJ 3HA4YCHb MapaMeTpiB.
ExcrniepuMeHTaNbHI TOCTIKEHHS MPOBEICHO ISl BiIMOBOCTIHKIX 0araTompoleCOPHUX CHUCTEM i3 Pi3HOK0 KUTBKICTIO TPOLECOPIB i
PI3HOI0 MaKCHMAJIBHO JOIYCTUMOIO KPATHICTIO BiZIMOB (aJie He OUBIIO0 32 TIOJIOBHHY 3arajibHOI KITBKOCTI MPOIIECOPIB Y CHCTEMI).
[TokazaHo, mo kackajgui GL-mozeini 3a3BHuYaii MalOTh CYTTEBO HIDKYY OOYMCIIOBAJbHY CKJIAJHICTh TOPIBHSHO 3i 3BUYaliHUMU
6azoBumu GL-mMonenmsiMu, OCOOJIMBO JUISI CHUCTEM i3 HEBEIMKOI MaKCHMaJbHO IOIYCTHMOIO KpaTHICTIO BinmMmoB. BogHouac y
BUTAJIKaX, KOJU Il KPATHICTh JIOPIBHIOE 200 IMEPEBUINYE MOJOBHUHY KUTBKOCTI MPOIECOpPiB, 3BMYAHI MOJENI MOKYTh BUSBHTHUCS
MEHII CKIaJHUMH. Ha OCHOBI mpoBeneHOro aHaiisy Brepiie chopMyIb0BaHO MPAKTHYHI PeKOMEHalil 1100 BHOOpY mapameTpis
kackangHoi GL-mozmenmi. 3o0kpema, HaiMEHIIOi CKJIAJHOCTI BOA€THCS NOCITTH, KOJMM Ha KOXHOMY piBHI Kackaay KoeQilieHT
BIZIMOBOCTIHKOCTi JJOIIOMIXXHOT MOJIeNi € MiHIMaTbHIM MOXIMBHM, IIPOTE B [[bOMY BUIAJKY IIMOMHA KaCKaay CTa€ MaKCUMAJbHOIO.
Skmo k rmOuHA Kackaxy oOMeXeHa, HalMEHIIa CKIIaIHICTh JOCATAETHCS 32 YMOB PIBHOMIPHOTO 200 OJIM3BKOTO JI0 piIBHOMIPHOTO
po3moainay KoedillieHTiB BiIMOBOCTIHKOCTI JONOMDKHUX MoOJeIel (SKIIO PiBHOMIPHOTO PO3MOALTY AOCAITH HEMOXIIHBO, JAOLIIEHO
po3MingyBati KoedilieHTH 3 OUIPIIMMH 3HAYCHHSIMH HAa OCTaHHIX PIBHAX Kackany). Pe3ynbTaTH NMpOBEACHHX EKCIIEPUMEHTIB
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JIEMOHCTPYIOTh, IO 3aCTOCYBAaHHS 3alpOIIOHOBAHMX PEKOMEHIAIH 03BOJSE CYTTEBO 3HW3HUTH 3aralbHy CKJIAJHICTH BHpa3iB
pebepunx ¢yHkuii kackaaHoi GL-moneni mopiBHsHO 3 06a3zoBoro GL-momemtio, mpuioMy e(QeKTHBHICTh MiOXOAy 3pocTrae 3i
301IBIIEHHSIM PO3MIpiB CHCTEMHU.
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