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ABSTRACT 

The article addresses the problem of evaluating the computational complexity of basic cascade GL-models used for modeling 

the behavior of fault-tolerant multiprocessor systems in the flow of failures. The purpose of this work is to reduce the complexity of 

such models by optimal selection of their parameters. It has been demonstrated that a single system usually corresponds to an entire 

family of cascade GL-models, differing in cascade depth and parameters, with each having its own computational complexity. To 

simplify the process of modeling the system behavior under a flow of failures, it is advisable to choose the cascade GL-model 

configuration with the lowest complexity. However, additional constraints on the model, such as cascade depth limitations, must also 

be considered. This work applies an empirical-analytical research method. An analysis of computational complexity for cascade GL-

models was conducted using specially developed software, which automated model construction for various combinations of 

parameters. Subsequently, a comparative analysis of the complexity of their edge function expressions was performed to identify 

dependencies on parameter values. Experimental studies were carried out for fault-tolerant multiprocessor systems with varying 

numbers of processors and different maximum allowable failure multiplicities (but not exceeding half of the total number of 

processors in the system). It was shown that cascade GL-models typically have significantly lower computational complexity 

compared to standard basic GL-models, especially for systems with a small maximum number of allowed failures. However, in cases 

where the allowed number of failures equals or exceeds half of the processor count, standard models may become less complex. 

Based on the conducted analysis, practical recommendations for selecting the parameters of cascade GL-models were formulated for 

the first time. In particular, the lowest complexity is achieved when the fault tolerance coefficient of the auxiliary model is minimized 

at each cascade level; however, this leads to a maximal cascade depth. If cascade depth is limited, the lowest complexity is achieved 

by evenly or nearly evenly distributing the fault-tolerance coefficients among auxiliary models. If an even distribution is impossible, 

it is advisable to place higher-value coefficients at deeper cascade levels. Experimental results demonstrate that the application of the 

proposed recommendations can significantly reduce the overall complexity of edge function expressions in the cascade GL-model 

compared to the basic GL-model, with the effectiveness of the approach increasing as the system size grows. 
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adjustment; reliability assessment 
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INTRODUCTION 

Nowadays, automated and fully automatic 

systems are being increasingly implemented. This 

frees up human resources from routine tasks and 

allows them to focus on solving more complex 

problems. The use of such systems helps minimize 

the human factors influence, consequently 

improving the quality of management by reducing 

decision-making time, increasing the volume of 

information processed per unit of time, and 

eliminating the impact of operator fatigue and 

emotional exhaustion. Additionally, the application 
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of automated systems makes operation feasible 

under conditions and environments where human 

work is impossible or extremely dangerous. Control 

systems (CS) are used to manage such facilities 

[1], [2]. 

Special attention should be given to so-called 

critical application systems or safety-related systems 

[3], [4], [5]. Failures of these systems may lead to 

significant material losses, cause environmental 

damage, or pose hazards to human health and life. 

Given the complexity of control algorithms and 

increased computational resource requirements, 

fault-tolerant multiprocessor systems (FTMS) are 

often used as control systems for these objects 

[6], [7]. Such systems can maintain operability even 
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if individual processor components fail, significantly 

increasing their reliability. 

One of the critical stages in the FTMS 

development process is assessing their reliability 

parameters. This is particularly relevant for complex   

control systems characterized by many components 

and numerous potential failure combinations, where 

this task is typically non-trivial and resource-

intensive [8], [9], [10], [11]. Thus, there is a 

necessity for effective methods to evaluate reliability 

parameters in such systems. 

It is worth noting that FTMS are classified as 

basic and non-basic. Basic systems remain resistant 

to failures of any subset of processors as long as the 

number of these failures does not exceed a 

predefined threshold. Such systems are traditionally 

denoted as K(m, n), where n is the total number of 

processors, and m is the maximum allowable 

number of processor failures at which the system 

maintains operability. Non-basic systems, on the 

other hand, have more complex structures and may 

remain stable only for specific combinations of 

failures while being unstable for other combinations 

of failures of the same multiplicity. This 

significantly complicates the task of reliability 

analysis for non-basic FTMS and requires special 

modeling approaches. 

LITERATURE REVIEW 

Approaches to evaluating the reliability of 

fault-tolerant multiprocessor systems are 

conventionally divided into two main groups 

[8], [12], [13], [14]. 

The first group – analytical methods – is based 

on constructing exact mathematical expressions for 

computing reliability parameters [15], [16], 

[17], [18]. The primary advantages of this approach 

are the simplicity of calculations and high accuracy 

of the obtained results. However, its limitations 

include restricted applicability, as typically each new 

type of FTMS requires developing a separate 

calculation method [12], [13], [17]. Therefore, this 

approach is most suitable for systems whose 

structure can be described by a relatively small 

number of parameters. Such systems include basic 

structures like k-out-of-n systems [15], as well as 

certain non-basic structures such as k-to-l-out-of-n 

[19], consecutive k-out-of-n [20], [21], [22], [23], 

[24], [25], [26], [27], consecutive k-within-m-out-of-

n [28], [29], consecutive-kr-out-of-nr [30], 

consecutive k-out-of-r-from-n [31], [32], [33], (n,f,k) 

systems [34], [35], [36], <n,f,k> systems [34], [35], 

consecutive-(k, l)-out-of-n [37], [38], (r, s)-out-of-

(m, n) [39], [40], and others. 

The second group comprises methods based on 

statistical modeling of system behavior in a flow of 

failures [41], [42]. The advantages of these methods 

include flexibility, allowing the approach to be 

adapted for various types of systems. However, their 

drawback is the dependency of reliability evaluation 

accuracy on the number of conducted experiments, 

which in practice leads to the necessity of 

performing numerous tests involving considerable 

time and resource expenditures. Consequently, 

reducing the complexity of these experiments 

directly influences the efficiency of resource 

utilization and enhances the accuracy of reliability 

estimations. 

CASCADE GL-MODELS AND  

THEIR PROPERTIES 

GL-models can be used for modeling the 

behavior of FTMS under the flow of failures 

[43], [44]. A GL-model is represented as an 

undirected graph, where each edge corresponds to a 

Boolean edge function defined on the system’s state 

vectors – Boolean vectors in which each element 

represents the state of a particular processor within 

the system (1 for operational, 0 for failed). If the 

value of a Boolean function for a particular edge 

equals 0, the corresponding edge is removed from 

the graph, affecting its connectivity. The 

connectivity of the resulting graph directly 

corresponds to the state of the system in the flow of 

failures: a connected graph indicates an operational 

system, and vice versa. 

Basic GL-models are denoted as K(m, n), where 

n is the total number of processors in the system, and 

m is its fault-tolerance degree – the maximum 

number of processor failures that the system can 

withstand while maintaining its functionality. 

The fault-tolerance coefficient of a basic GL-

model K(m, n) is the value of the fault-tolerance 

degree of the corresponding FTMS, specifically the 

value m. 

In such models, it is assumed that the system 

remains operational if the number of failures does 

not exceed m. Upon the occurrence of m+1 failure, 

the system transitions to a failed state. 

GL-models can be constructed based on cyclic 

graphs, as proposed in [44]. The advantage of such 

models is the simplified connectivity evaluation 

procedure: the graph remains connected if and only 

if it loses no more than one (arbitrary) edge. The 

number of edges N in a K(m, n) model built 

according to [44] equals 𝑁 = 𝑛 − 𝑚 + 1. In vectors 

with 𝑙 ≥  𝑚 + 1 zeros, corresponding to l processor 

failures, the graph loses more than one edge, thus 
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losing its connectivity, interpreted as the system 

becoming inoperative. 

Fig. 1 illustrates a GL-model corresponding to a 

system consisting of 11 processors, maintaining 

functionality with up to 5 arbitrary processor 

failures. Such a system’s model, constructed 

according to [44], is denoted as K(5, 11), and 

includes Boolean edge functions f1, f2, …, f7. 

Cascade GL-models [45] expand the traditional 

paradigm of modeling FTMS behavior in a flow of 

failures by sequentially combining multiple basic 

single-level GL-models constructed according to 

[44]. The output values (results of edge function 

calculations) of one model serve as the input vector 

for the next model. This process can be repeated an 

arbitrary number of times, forming a multi-level 

structure denoted as K([m1, m2, …, mT], n), where mi 

represents the fault-tolerance coefficient of the i-th 

sub-model, and T is the cascade depth.  

Each sub-model is an independent basic GL-

model, and the entire cascade model remains a basic 

model with a combined fault-tolerance degree𝜇, 

calculated as follows: 

𝜇 =  ∑ 𝑚𝑖 − 𝑇 + 1

𝑇

𝑖=1

. 

This formula reflects the method of aggregating 

the fault-tolerance coefficients of sub-models. 

Consequently, the cascade model behaves as a single 

basic model 𝐾(𝜇,  𝑛) with the same number of 

edges, namely𝑁 = 𝑛 − 𝜇 + 1. 

Despite its multi-level structure, the cascade 

GL-model does not increase overall structural 

complexity: its final graph has a cyclic topology and 

demonstrates the same number of edges and edge-

loss characteristics as a traditional single-level basic 

GL-model with an equivalent fault-tolerance 

coefficient. Although intermediate sub-models 

possess internal graphs, these are exclusively used to 

compute composite edge functions and do not affect 

the final graph structure. Utilizing this approach 

efficiently subdivides the construction and 

calculation of logical expressions of model edge 

functions into simpler sequential subtasks. This 

modularity has several advantages: it simplifies 

model construction by allowing the combination of 

several smaller sub-models instead of creating a 

single large model containing complex Boolean 

expressions as edge functions; it reduces 

computational complexity through reusing 

intermediate results and avoiding redundant 

operations. 

For example, consider a multiprocessor system 

with 𝑛 = 11 processors that remains operational 

with no more than 𝑚 = 5 arbitrary component 

failures. The basic GL-model for this system is 

denoted as K(5, 11) and has the graphical structure 

depicted in Fig. 1, where graph edges correspond to 

Boolean functions f1, f2, …, f7 calculated according 

to [44].  

Applying the cascade approach, this same 

system can be represented by seven alternative 

cascade configurations: K1([2, 4], 11), K2([3, 3], 11), 

K3([4, 2], 11), K4([2, 2, 3], 11), K5([2, 3, 2], 11), 

K6([3, 2, 2], 11), K7([2, 2, 2, 2], 11). To clearly 

illustrate the construction of cascade  

GL-models, let us examine the model 

K5([2, 3, 2], 11) in greater detail. By sequentially 

applying method [44] to construct each level of this 

model, we obtain the final graph shown in Fig. 2, 

which contains the same number of edges (𝑁 = 7) 

as the basic model K(5, 11). It is important to note 

that intermediate sub-models are used only to 

calculate edge function values of the cascade model; 

their internal graph structures are not taken into 

account. Thus, the cascade approach enables 

forming multiple alternative configurations for a 

single system, providing reduced computational 

complexity and increased modeling flexibility 

compared to traditional basic GL-models. 

 

Fig. 1. Model K(5, 11) 
Source: compiled by author 
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PROBLEM STATEMENT 

As previously noted, when solving the task of 

reliability assessment for fault-tolerant 

multiprocessor systems, it is crucial to ensure the 

reduction of computational complexity of the 

corresponding GL-model. For large systems, the use 

of basic GL-models can be inefficient due to the 

large number of logical operations required. A 

promising alternative is the application of cascade 

GL-models.The overall complexity of a cascade 

model significantly depends on its configuration - 

specifically, the number of cascade levels and the 

distribution of fault-tolerance coefficients among 

sub-models. It is important to note that the number 

of possible cascade model configurations grows 

exponentially with an increase in the fault-tolerance 

degree of the system. This fact is confirmed by 

numerous experiments conducted within the scope 

of this study. Consequently, there arises the problem 

of selecting optimal cascade parameters to achieve 

the highest efficiency. 

PURPOSE AND OBLECTIVE OF THE 

RESEARCH 

The purpose of this research is to reduce the 

computational complexity of cascade GL-models for 

fault-tolerant multiprocessor systems by formulating 

recommendations for selecting cascade parameters. 

Such recommendations can be derived by 

identifying patterns in forming optimal 

configurations of cascade GL-models through a 

series of statistical experiments and a detailed 

analysis of obtained data, taking into account 

constraints on cascade depth and the distribution of 

fault-tolerance coefficients among cascade levels. 

To achieve this goal, the following objectives 

have been defined: 

1) develop a software tool capable of 

automatically generating cascade GL-models for 

specified parameters (fault-tolerance level and size 

of the multiprocessor system), allowing 

determination of their computational complexity 

based on the number of Boolean operations; 

2) conduct a series of statistical experiments to 

evaluate the computational complexity of various 

configurations of cascade models and to identify 

patterns in their behavior depending on selected 

parameters; 

3) perform a comparative analysis of the 

obtained results for cascade and basic single-level 

GL-models, identifying the advantages and 

disadvantages of applying the cascade approach. 

EXPEREMENTS AND ANALYSIS 

In this research, the experimental part was 

conducted using a specially developed software tool 

that enables automated generation of cascade GL-

models according to specified parameters. This tool 

calculates the number of Boolean operations 

(conjunctions and disjunctions) in the expressions of 

their edge functions and verifies the connectivity of 

the resulting model for an arbitrary system state 

vector. Experiments were carried out on 

multiprocessor systems containing between 6 and 30 

components, with the allowable number of failures 

varying from 2 to 15, provided that the maximum 

number of failures did not exceed 50% of the system 

size (for example, for a 10-processor system, a 

maximum of 5 failures was permitted). 

The obtained experimental data were analyzed 

using descriptive statistical methods and presented 

in graphical form, allowing for data structuring and 

identification of the main trends in computational 

complexity as a function of cascade parameters. 

Let us evaluate the change in computational 

complexity of cascade GL-models of type K(m, 30) 

to gain a general understanding and identify relevant 

Fig. 2. Cascade GL-model 𝑲𝟓([𝟐, 𝟑, 𝟐], 𝟏𝟏) 
Source: compiled by the authors 
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trends within the range 𝑚 ∈ [3,15]. The case m = 2 

is not representative in this evaluation, as it is the 

same to the basic GL-model. And the case m = 15 

corresponds exactly to the 50% failure threshold. 

Considering the specific nature of cascade models, 

namely the existence of multiple possible 

combinations for cascade formation, the arithmetic 

mean of computational complexity across all 

permissible combinations was calculated for models 

with the same cascade depth. 

The analysis of the graphs presented in Fig. 3 

demonstrates that the computational complexity of 

the basic GL-model construction approach (where 

𝑇 =  1) is the highest compared to cascade models. 

Even at the minimal cascade depth (𝑇 = 2), a 

complexity reduction is observed compared to the 

single-level model. For example, for a system with 

30 processors and an allowable failure multiplicity 

of 𝑚 = 14, the basic GL-model K(14, 30) has a 

complexity of 6511 Boolean operations. In contrast, 

the cascade model with depth 𝑇 = 2, denoted as 

K12([13, 2], 30) – even though it exhibits the worst 

performance among all possible configurations – 

demonstrates a computational complexity of 6451 

operations, corresponding to a 0.9% reduction in 

complexity. 

Thus, even in the worst cases, cascade models 

demonstrate advantages over basic single-level 

models. At the same time, to ensure that the applied 

averaging does not distort the overall conclusion and 

that the trend of decreasing computational 

complexity with increasing cascade depth is 

preserved, it is advisable to analyze the minimum 

complexity values for each cascade depth.  

Fig. 4 shows that the behavior of the models 

remains consistent with the previously identified 

trend. Further analysis of the dependence of 

computational complexity on parameter T indicates 

a significant reduction in the number of logical 

operations as cascade depth increases. 

For the same system of 30 processors, cascade 

models with depths from 2 to 13 were constructed. 

The lowest complexity was obtained for the model 

K4095([2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2,], 30), where 

the number of Boolean operations is 1157, 

corresponding to a 82.2% reduction in complexity 

compared to the basic approach. 

The obtained results indicate that, under 

conditions where the number of failures in the 

system does not exceed 50% of its total size, the 

cascade approach allows decomposing complex 

Boolean expressions into a series of simpler 

subtasks, significantly reducing the overall 

computational complexity of the model. This makes 

cascade GL-models more suitable for use in large-

scale systems, where traditional single-level models 

lose efficiency due to an excessive number of logical 

operations. 

Fig. 3. Average model complexity depending on cascade depth 
Source: compiled by the authors 
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Fig. 4. Minimum model complexity depending on cascade depth 
Source: compiled by the authors  

However, there are cases where the cascade 

approach may yield slightly worse results compared 

to the basic approach. This occurs when the system’s 

fault-tolerance degree equals or exceeds 50% of its 

size. For example, for the model K(15, 30), the 

computational complexity is 6542 Boolean 

operations, whereas for cascade models 

K12([13, 3], 30) and K13([14, 2], 30), complexities of 

6556 and 6565 operations were obtained, 

respectively. As the difference between the fault-

tolerance degree and the system size decreases, the 

number of such cases increases. 

Considering these results, it can be 

hypothesized that the efficiency of cascade GL-

models is determined not only by the cascade depth 

but also by the distribution of fault-tolerance 

coefficients at each level. Such a distribution 

potentially affects the complexity of subtasks at 

individual cascade levels and, consequently, the 

overall computational efficiency of the model. 

According to the cascade GL-model 

construction algorithm [45], the specific values of 

the fault-tolerance coefficients for each sub-model 

significantly influence the number of Boolean 

operations required to implement that cascade level. 

Increasing the cascade depth is accompanied by a 

rapid growth in the number of possible coefficient 

distribution combinations, underscoring the 

importance of a detailed investigation into the 

impact of these distributions on overall model 

complexity. 

To illustrate this aspect, a detailed analysis of 

the model of type K(8, 23) was conducted, 

examining all permissible cascade configurations. 

To confirm the general trend, models K(8, 17), 

K(8, 20), K(8, 26), and K(8, 29) were also analyzed. 

The obtained results are presented in Figs. 5 - 9. The 

basic GL-model K(8, 23), with a complexity of 1685 

Boolean operations, serves as a benchmark for 

comparison with cascade implementations. 

Further efficiency analysis is carried out in two 

main directions: the first concerns the impact of the 

fault-tolerance coefficient values at the initial 

cascade levels, and the second addresses the 

dependence of computational complexity on the 

uniformity of their distribution across the entire 

cascade depth. 

For the analysis in the first direction, models 

with cascade depths T = 2, 3, and 4 were selected, 

since at shallow depths it is possible to form 

configurations in which one cascade level has a 

significantly higher fault-tolerance coefficient than 

the others. The initial stage considers cascade 

models with depth T = 2; the results are shown in 

Fig. 5. 

The analysis of the graph allows for 

highlighting several important observations. In 

particular, a significant increase in computational 

complexity is observed for the models K4([5, 4], 23), 

K5([6, 3], 23), and K6([7, 2], 23) compared to the 

previous configurations K1([2, 7], 23), K2([3, 6], 23), 

and K3([4, 5], 23). Analyzing the fault-tolerance 

coefficients according to algorithm [45], one can 

hypothesize that a larger fault-tolerance coefficient 
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at the first cascade level leads to an increase in the 

number of required intermediate calculations. 

Conversely, if the first cascade level is characterized 

by smaller coefficients, the initial partitioning of the 

set into subsets becomes simpler, reducing the 

number of required Boolean operations. Thus, the 

more complex computations are transferred to the 

second cascade level, which operates on fewer 

states, thereby reducing overall computational 

complexity. Accordingly, lower coefficient values at 

the initial levels contribute to reducing the 

computational complexity of cascade GL-models. 

 
 

Fig. 5. Computational complexity of cascade  

GL-models for T = 2 
Source: compiled by the authors 

The transition to models with greater depths 

(T = 3 and T = 4) confirms the identified pattern. 

The graphs for the corresponding configurations are 

shown in Fig. 6 and Fig. 7. As seen in Fig. 6, models 

with high fault-tolerance coefficients at the initial 

cascade levels demonstrate greater computational 

complexity. Specifically, configurations 

K11([2, 6, 2], 23), K20([5, 3, 2], 23), K21([6, 2, 2], 23), 

and others exhibit pronounced peaks, indicating an 

increase in the number of logical operations in cases 

of uneven distribution of fault-tolerance coefficients. 

Similar behavior is observed in Fig. 7, 

confirming the negative impact of large fault-

tolerance coefficients at the initial cascade levels. At 

the same time, the same graphs reveal configurations 

that demonstrate the opposite trend – significantly 

lower computational complexity. 

Thus, among the configurations with depth T = 4, 

the lowest complexity values are demonstrated by 

five models: K27([2, 3, 3, 3], 23) with 678 Boolean 

operations; K33([3, 2, 3, 3], 23) with 685 operations; 

K35([3, 3, 2, 3], 23) with 692; K36([3, 3, 3, 2], 23) 

with 699; and K23([2, 2, 3, 4], 23) with 716 

operations. A common feature of four of these 

configurations is the principle of distributing the 

fault-tolerance coefficients: the values are 

distributed evenly or nearly evenly across cascade 

levels. Such a structure contributes to reducing the 

computational load at individual levels and, 

accordingly, the total number of Boolean operations 

in the model. 

 
Fig. 6. Computational complexity of cascade  

GL-models for T = 3 
Source: compiled by the authors 

 
Fig. 7. Computational complexity of cascade  

GL-models for T = 4 
Source: compiled by the authors 

In contrast, models with pronounced coefficient 

imbalances, such as K41([5, 2, 2, 2], 23), 

K25([2, 2, 5, 2], 23), and others, concentrate the 

majority of intermediate computations at a single 

cascade level. This leads to an increase in the 

number of intermediate operations at one level of the 

cascade and, consequently, to a rise in the overall 

computational complexity of the model. 

Thus, the results of the first part of the analysis 

showed that large fault-tolerance coefficient values 

at the initial levels can noticeably increase the 

model’s computational complexity. At the same 

time, it is already apparent at this stage that the 

overall nature of the coefficient distribution across 

all cascade levels is equally important. This formed 

the basis for the second analysis direction – 

examining the impact of uniformity in fault-

tolerance coefficient distribution on computational 

complexity. 

With a further increase in the number of 

cascade levels, the coefficients at each level 

gradually decrease, naturally leading to an 
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approximation of uniform weight distribution. The 

analysis of the data in Fig. 8 and Fig. 9, which 

illustrate cascade models with depths of 5 and 6 

levels, allows for the identification of configurations 

in which the smallest fault-tolerance coefficients are 

concentrated at the initial levels. Combined with an 

almost uniform weight distribution, this provides a 

significant reduction in the overall computational 

complexity of the model. 

 

Fig. 8. Computational complexity of cascade  

GL-models for T = 5 
Source: compiled by the authors 

 

Fig. 9. Computational complexity of cascade  

GL-models for T = 6 
Source: compiled by the authors 

For example, the model K43([2, 2, 2, 3, 3], 23) 

demonstrates significantly lower complexity 

compared to the configuration K56([4, 2, 2, 2, 2], 23), 

which is unbalanced and has a higher coefficient at 

the first level. The latter is the least efficient among 

models with depth T = 5 and has approximately 20% 

higher computational complexity. This dependence 

is visually illustrated in Fig. 9, which presents 

configurations with a single coefficient equal to 3 

while the remaining coefficients are set to 2. As 

shown in the graph, moving the larger coefficient 

closer to the start of the cascade leads to an increase 

in overall complexity. 

The lowest complexity among all models 

examined for the system K(8, 23) is exhibited by the 

configuration K63([2, 2, 2, 2, 2, 2, 2], 23), which is 

characterized by a uniform distribution of fault-

tolerance coefficients (all cascade levels have the 

same minimum coefficient of 2). The total 

computational complexity of this model is 483 

Boolean operations, which is 3.5 times less 

compared to the basic GL-model with complexity of 

1685 operations. Such a significant complexity gain 

is explained by the fact that, with uniform and 

minimal coefficient values at each cascade level, the 

set of processor states is sequentially split into small 

subsets, substantially reducing the number of 

intermediate computations. 

RECOMMENDATIONS FOR 

CONSTRUCTING CASCADE GL-MODELS 

Based on the conducted analysis of 

computational complexity for cascade GL-models of 

fault-tolerant multiprocessor systems, a series of 

practical recommendations can be formulated to 

reduce the overall computational complexity. 

The lowest complexity is exhibited by 

configurations in which the fault-tolerance 

coefficients at each cascade level are set at their 

minimal values (mi = 2 for 𝑖 = 1, 𝑇̅̅ ̅̅ ̅, where 𝑇 =
 𝑚 −  1). These configurations have the general 

form K([2, 2, …, 2], n). 

However, using such configurations 

necessitates creating a cascade with significant 

depth, which leads to a substantial increase in the 

total number of model levels. At the same time, 

developers may impose constraints on the maximum 

allowable cascade depth. 

In these cases, it is advisable to apply a uniform 

or near-uniform distribution of fault-tolerance 

coefficients among the individual cascade levels. If a 

uniform distribution is unattainable, it is 

recommended to arrange the coefficients such that 

their values gradually increase towards deeper 

cascade levels. This approach allows simpler 

computations at initial cascade levels, and more 

complex computations at deeper levels, where the 

input vector size is smaller. Such a distribution 

ensures balanced computational workload and 

reduces the total number of Boolean operations 

compared to a single-level basic GL-model. 

The recommendations provided help avoid 

excessive structural complexity due to moderate 

cascade depth, ensure high computational speed and 

efficiency, and render cascade GL-models suitable 

for practical application in real-world tasks of 

evaluating reliability parameters for fault-tolerant 

multiprocessor systems. 
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ALGORITHM FOR CONSTRUCTING 

CASCADE GL-MODELS 

Based on the previously formulated 

recommendations for reducing computational 

complexity, the algorithm for constructing a cascade 

GL-model [45] is defined as follows. 

Consider a system of size n with a required 

fault-tolerance level m, and a cascade GL-model 

constrained to a fixed depth T. Under these 

conditions, the construction of a cascade GL-model 

of the form K([m1, m2, …, mT], n) begins with 

determining the fault-tolerance coefficients for each 

level of the cascade.  

This requires solving the problem of 

partitioning the integer m into a sequence {𝑚𝑖}𝑖=1
𝑇   

subject to the following constraints: 

 the total sum of the coefficients must satisfy 

∑ 𝑚𝑖
𝑇
𝑖=1 = 𝑚 + 𝑇 − 1; 

 each coefficient must satisfy 𝑚𝑖 ≥ 2; 

 the sequence of coefficients should be as 

balanced as possible; 

 higher values should be assigned to the 

deeper levels of the cascade. 

The computation of the cascade coefficients 

will consist of the following steps. 

Step 1. Compute the total required sum of 

coefficients: 

𝑆 = ∑ 𝑚𝑖
𝑇
𝑖=1 = 𝑚 + 𝑇 − 1. 

Step 2. Determine the base value 𝑞 = ⌊
𝑆

𝑇
⌋ and 

the remainder 𝑟 = 𝑆 mod 𝑇. 

Step 3. Generate the sequence of coefficients: 

𝑚𝑖 = {
𝑞, 1 ≤ 𝑖 ≤ 𝑇 − 𝑟

𝑞 + 1, 𝑇 − 𝑟 < 𝑖 ≤ 𝑇
. 

The resulting sequence satisfies all specified 

constraints, including the total sum and the desired 

ordering of larger values toward the end. 

The construction of the cascade GL-model is 

then carried out iteratively as follows: 

Step 4. Set the initial cascade level index: 

 𝑖 ∶= 1. 

Step 5. Set the initial model size 𝑛𝑖 ∶= 𝑛. 

Step 6. Define the input vector v, representing 

the state of the system components. 

Step 7. Construct the base model K(mi, ni) 

using v as the input vector. 

Step 8. Replace v with the edge function values 

computed from the model. 

Step 9. Update the model size for the next 

cascade level using: 𝑛𝑖+1 ∶= 𝑛𝑖 − 𝑚𝑖 + 1. 

Step 10. Increment the cascade level: 𝑖 ∶= 𝑖 + 1. 

Step 11. If 𝑖 ≤ 𝑇, repeat steps 7-10. 

This algorithm produces a cascade GL-model 

that incorporates the recommended coefficient 

allocation strategy, minimizes computational 

complexity, and respects predefined structural 

constraints such as cascade depth. 

CONCLUSIONS 

The article investigates the dependence of 

computational complexity of cascade GL-models for 

describing the behavior of fault-tolerant 

multiprocessor systems under the flow of failures, 

focusing on their configuration parameters. The 

analysis was conducted taking into account cascade 

depth and the distribution of fault-tolerance 

coefficients among cascade levels. For this purpose, 

a series of statistical experiments was performed 

over a wide range of parameters using a specially 

developed software tool. 

The study encompasses systems ranging in size 

from 6 to 30 components, with allowable failure 

multiplicities (fault-tolerance coefficients) ranging 

from 2 to 15, but not exceeding 50% of the system 

size. It has been demonstrated that cascade models 

are capable of significantly reducing the number of 

Boolean operations compared to basic single-level 

approaches, especially under conditions of a small 

allowable number of failures. 

The configurations showing the lowest 

complexity are characterized by a uniform or near-

uniform distribution of fault-tolerance coefficients, 

as well as by gradually increasing coefficient values 

towards deeper cascade levels. However, in cases 

where the number of allowable failures is at least 

half of the total number of components, cascade 

models may become less efficient compared to basic 

single-level models. 

Based on the obtained results, practical 

recommendations were formulated regarding the 

selection of cascade configurations that minimize 

computational complexity, considering system size, 

allowable failure multiplicity, and cascade depth 

constraints. Importantly, experimental results 

demonstrate that applying the proposed 

recommendations can reduce the total complexity of 

edge function expressions in cascade models by up 

to 83%, compared to the worst-case scenario that 

may arise if the model is constructed without 

following any guidelines. In such cases, arbitrary or  
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suboptimal parameter selection can lead to 

unnecessarily high complexity. 

Further research should be aimed at refining 

these recommendations and developing methods for 

the automated selection of cascade model 

parameters in modeling tasks involving the behavior 

of fault-tolerant multiprocessor systems under a flow 

of failures. 
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АНОТАЦІЯ 

Роботу присвячено проблемі оцінки обчислювальної складності базових каскадних GL-моделей поведінки 

відмовостійких багатопроцесорних систем у потоці відмов. Метою роботи є зменшення складності таких моделей шляхом 

вибору їх параметрів. Показано, що одній системі зазвичай може відповідати ціле сімейство каскадних GL-моделей, які 

відрізняються глибиною та параметрами каскаду, причому кожна з них має власну обчислювальну складність. З метою 

спрощення процесу моделювання поведінки системи у потоці відмов доцільно обирати таку конфігурацію каскадної GL-

моделі, яка має найменшу складність. Водночас необхідно враховувати можливі додаткові обмеження на модель 

(наприклад, обмеження на глибину каскаду). У роботі застосовано емпірико-аналітичний метод дослідження. Здійснено 

аналіз обчислювальної складності каскадних GL-моделей: за допомогою спеціально розробленого програмного 

забезпечення проведено автоматизовану побудову моделей для різних комбінацій параметрів, після чого виконано 

порівняння складності виразів їхніх реберних функцій з метою виявлення залежностей від значень параметрів. 

Експериментальні дослідження проведено для відмовостійких багатопроцесорних систем із різною кількістю процесорів і 

різною максимально допустимою кратністю відмов (але не більшою за половину загальної кількості процесорів у системі). 

Показано, що каскадні GL-моделі зазвичай мають суттєво нижчу обчислювальну складність порівняно зі звичайними 

базовими GL-моделями, особливо для систем із невеликою максимально допустимою кратністю відмов. Водночас у 

випадках, коли ця кратність дорівнює або перевищує половину кількості процесорів, звичайні моделі можуть виявитися 

менш складними. На основі проведеного аналізу вперше сформульовано практичні рекомендації щодо вибору параметрів 

каскадної GL-моделі. Зокрема, найменшої складності вдається досягти, коли на кожному рівні каскаду коефіцієнт 

відмовостійкості допоміжної моделі є мінімальним можливим, проте в цьому випадку глибина каскаду стає максимальною. 

Якщо ж глибина каскаду обмежена, найменша складність досягається за умов рівномірного або близького до рівномірного 

розподілу коефіцієнтів відмовостійкості допоміжних моделей (якщо рівномірного розподілу досягти неможливо, доцільно 

розміщувати коефіцієнти з більшими значеннями на останніх рівнях каскаду). Результати проведених експериментів  
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демонструють, що застосування запропонованих рекомендацій дозволяє суттєво знизити загальну складність виразів 

реберних функцій каскадної GL-моделі порівняно з базовою GL-моделлю, причому ефективність підходу зростає зі 

збільшенням розмірів системи. 

Ключові слова: каскадні GL-моделі; відмовостійкі багатопроцесорні системи; обчислювальна складність; базові 

системи; вибір параметрів; оцінка надійності 
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