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ALGORITHMIZATION OF THE FAILED SUBSCHEMES
LOCALIZATION PROCESS

Abstract. Approaches to the algorithmization of the process of localizing faulty subschemes of a wide class of electrical devices
(in particular, electrical and electronic) are considered, appropriate algorithms are proposed, and the possibility of their application
in practical applications is shown. In particular, it was noted that in modern conditions, with increasing requirements for the
reliability of electrical devices and expanding the set of functions performed by them, not only the full feasibility of monitoring the
operability of these devices at the production and operation stages should be considered, but also ensuring the potential possibility
of diagnosing the developed devices (systems ) - at the design stage. At the same time, the observed complication of the
methodological support of individual procedures and the whole diagnostic process as a whole is indicated, which, on the one hand,
is connected with the need to carry out the most complete and comprehensive diagnosis, and on the other hand, determines a sharp
increase in computing resources and labor costs for the implementation of a diagnostic experiment. One of the possible solutions to
this contradiction is the formalization and subsequent algorithmization of diagnostic procedures, which ensures the automation of
the latter and, as a result, reduces the time of diagnosis and improves its quality. The proposed algorithmic tools implement model-
oriented methods for the localization of faulty subschemes of electrical devices (systems), in particular, the method of training and
testing characteristics. A distinctive feature of these methods and the algorithmic support considered in the work is the use of models
of the devices under study during a diagnostic experiment, which makes it possible to form and test functionally necessary (ideally,

any) health hypotheses of the latter.

Keywords: diagnostics, diagnostic experiment, diagnostic methods, algorithmization of diagnostic procedures, localization of

faulty subcircuits

Introduction. An important and relevant scientific
and technical problem of the current level of
technological development is the diagnosis of its technical
condition. And, in this sense, electrical devices (ED) for
various purposes are no exception [1-15]. Given the way
in which the ED is involved in the process, the task of
diagnosing them acquires certain features. In particular,
diagnostics can be made for devices that are out of the
technological cycle (disconnected), or for devices that are
directly in operation (i.e., those that cannot be taken out
of service under the conditions of the technological
process). The latter is inherent (for example, [16, 17]) to
security and alarm elements; dispatching control without
reservation; offline devices, etc.

From the currently known, methods of functional
and test diagnosis of ED have found wide application
[1; 17-19]. A characteristic feature of these methods is the
need to generate test signals at the input of diagnosed
devices, form a set of hypotheses regarding the
performance of the latter, as well as analyze the results of
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testing accepted hypotheses. At the same time, on the one
hand, the routine and laboriousness of carrying out
diagnostic procedures (drawing up test signals,
sequentially looking through them during a diagnostic
experiment, obtaining measurement results of their
analysis) are obvious, and, on the other hand, the
possibility of algorithmic stages of a diagnostic study.
Algorithmization, in this case, automates the diagnostic
experiment, which, in turn, increases its efficiency, since
in the automatic mode you can create a complete set of
test signals for which you can perform the necessary
measurements and process their results, reduce the time of
diagnosis, and optimize the number of personnel involved
in the diagnostic experiment.

Thus, it becomes clear the relevance of research
related to the algorithmization of the process of
diagnosing ED, in particular, the localization of faulty
subschemes.

Objective of the study. Development of approaches
to the algorithmization of procedures for the localization
of faulty subschemes in the diagnosis of ED.

The main description of the study. As a
methodological basis for the algorithmization of ED
diagnostic procedures for the localization of faulty
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subcircuits, we use the method of training and verification
characteristics (TVC), which was described in detail in
[20-23]. We only note that the TVC method is based on
obtaining estimates of the input and output signals of the
checked subcircuit, and various properties of the checked
subcircuit are analyzed: independent observability,
independent controllability, independent observability and
controllability.

1. The main stages of the localization of faulty
subschemes in electronic devices. The general algorithm
for applying the TVC method to localize faulty
subcircuits is shown in Fig. 1.

It includes the following steps [20-23]:

— dividing the circuit into subschemes (subcircuits);

— formation of hypothesis testing sequence;

— hypothesis testing;

— analysis of the results of testing hypotheses.

‘ Begin '

Splitting circuit

Hypothesis
formulation

Hypothesis
testing

Results analysis

Fig. 1. General algorithm for applying the TVC
method to localize faulty subcircuits

When automating the breaking of a circuit into
subcircuits, it is necessary to solve problems related to the
storage in the computer memory of information on the
electrical circuit topology, the development of an
algorithm for partitioning it into subcircuits and extracting
typologically indistinguishable subschemes.

The formation of a sequence of testing hypotheses
should be based on the analysis of the results of testing
previous hypotheses and the distinguishability of
subcircuits. As a result, the area containing the fault
should be determined as accurately as possible.

Algorithmization of hypothesis testing can be
achieved by using existing (or developing new) electrical
circuit simulation programs.

2. Forming a sequence of testing hypotheses
Method TVC, as mentioned above, is to test the
hypotheses one by one about the failure of the ED
subschemes. At the same time, an important restriction on
the tested subcircuits is the number of their pole nodes,
which should not be greater than the number of measured
signals. Since the number of subcircuits obtained as a
result of partitioning a circuit into subcircuits, with such a
restriction can be quite large, then the enumeration of all
the hypotheses turns out to be very laborious. Therefore,
it is advisable to form a sequence of testing hypotheses to
avoid step-by-step examination of all subcircuits.

The most natural is such a sequence of testing
hypotheses, in which the largest in some sense subcircuits
are first checked, after determining a faulty one, the
largest ones embedded in it are checked, etc. In other
words, a directed search of a faulty area is achieved.

We introduce the concept of subcircuit size and
nesting relations between them. Let the electrical circuit
of an electrical device be specified using graph G(V,E),

where V and E are the sets of vertices and edges of the
graph, respectively. Then subcircuit S, will correspond to
subgraph G?(V,°,E’"), and the rest of the circuit will
correspond to G?°(V,°, E?) such that
V,cV; V' cV; V.UV =V; VOV =V, (1)
E,cEE° cE, ElUE'=E;ENE’=¢, (2
where: V.* is the set of pole nodes of the subcircuit S, .
We divide the set of training nodes N_, into two
subsets:
Niﬁl <V,
N <V,
NiqU stl =N,..
Then the number of poles of the subcircuit S, must
satisfy the conditions:
cardv,” —1<cardN,, , )

NiaﬂNz =¢

where: o

We denote by M"={S,} the set of all possible

subschemes of the circuit under test. Such a set can be
obtained, for example, by considering various
combinations of nodes. Selecting from M~ a subcircuit
satisfying (3), we obtain a set M of subcircuits that can
be checked with the available set of nodes

M ={S, :cardV," —1<cardN_}.
Consider the edge of the graphe = (v;;v,).. From (1)
and (2) it follows that,
ifecE;, thenv, eV, v, eV,
ifeeEY, then v, eV’ v, eV’. 4)
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In other words, with such a definition, a subscheme
is completely determined by the vertices of its graph,

Si
i.e.
if v, eV, v, eV, then y=(v;;v,)eE. (5

Most elements of ED can be represented using
bipolar elements connected in accordance with their
equivalent circuits [24; 25]. However, the splitting of
circuits into subcircuits must be done without splitting the
replacement circuits into their component parts, since it is
physically possible to replace only the entire faulty
element.

For ED circuits containing multipolar elements,
instead of the notion of a branch, we will use the concept
of an element characterized by the fact that it may be
incident to more than two nodes. Then we assume that the
element e = (v;,.., v,) isincluded in the subcircuit S, if

Vv, €V,. Otherwise, e e S’. That is, the composition of

a subcircuit S, in a circuit containing multipolar elements
will also be completely determined by the set of its nodes
V..

I
By the size g of a subcircuit S, we mean the
number of its nodes, namely:

4, =cardV, .
We say that a subcircuit S, is larger than a subcircuit
S, if
My >
ITomcxemy S, Oymem HasplBaThb BIOKEHHOW B
HOACXeMY S,, eclu
A subcircuit S; will be called nested (embedded) in a
subcircuit S, if
V,cV,, \Y ,
and we will designate itas S, 'S, .
It's obvious that s, < ;.
The union of subschemes S, and S, will be called a
subschema S, , such that
V.UV, =V,
and we will designate itas S, =S,|JS, .
The intersection of subschemes S, and S, will be
called a subschema S, , such that
vV, =V,
and we will designate itas S, =S,(S, .
It's obvious that
SUs, cM’,
SNS,cM".
However, these relations are not satisfied for the set
M, which is connected with the necessity of fulfilling
condition (3).
It should be noted that if S, cS,, then fault of

S, entails fault of S;.

Therefore,  subcircuits S, and S; are
indistinguishable with respect to the set of training nodes
N, . In other words, nesting of two subcircuits is a

sufficient condition for their indistinguishability. This
avoids testing hypotheses for a group of obviously
indistinguishable subcircuits. Thus, it is first necessary to
test the hypotheses about the failure of the largest
subcircuits. These subcircuits form a set of M, = M such
that

M, ={S,:Vi3S, cM S, cS,,i=k}, (6)

i.e. y are no longer nested in any other subcircuits

of M|

After determining the faulty subcircuit, hypotheses
are tested for the largest subcircuits nested in it, which
form the set M, :

M, :{Sj:vﬁsk cM, S, cS,, j=k},
i,e, S; are no longer nested in any other subcircuits
of M,.

When testing hypotheses at each stage of the
splitting, the following outcomes are possible.

Case 1. One hypothesis is accepted. In this case, a
defected subcircuit is divided into maximally large
subcircuits, and hypotheses are tested for them.

Case 2. Accepted several hypotheses about the
failure of intersecting subcircuits, having a common part,
which is considered a failure zone. In this case, one of the
faulty subcircuits is divided into the largest nested
subcircuits, and the hypotheses are tested for those
subcircuits that intersect with the malfunction zone.

Case 3. Accepted several hypotheses about the
failure of subcircuits that do not have one common part
for all of them. In this case, all subschemes corresponding
to the accepted hypotheses are split, and the results of the
tested hypotheses are considered together.

Case 4. None of the hypotheses under consideration
is accepted. In this case, the localization process ends
with a statement of malfunction of the subcircuits
obtained in the previous partitioning step.

The block diagram of the malfunction localization
algorithm is shown in Fig. 2

The use of numerical methods for solving systems of
equations determines the specificity of the decision-
making algorithm for each hypothesis. As a result of the
simulation of the scheme when testing a hypothesis, the
solution may converge or diverge. If the solution
converges, then by the calculated values of the estimates
of the values of the test signals we conclude that the
hypothesis under consideration is accepted or dropped.

The reason for the discrepancy in the decision
process may be either the non-conformity of the actual
malfunction hypothesis itself (which corresponds to
discarding the hypothesis) and the unsuccessfully chosen
initial approximation used in the simulation. Therefore, a
search is first carried out for a faulty subcircuit, and only
those hypotheses are analyzed for which a solution can be
obtained. If the fault localization accuracy is
unsatisfactory, then the initial approximation changes or
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other numerical methods are used, and an attempt is made
to obtain a solution for other hypotheses that, if
successful, are included in the consideration.

Begin

Splitting a circuit
into subcircuits

|
1

Hypothesis
testing

Splitting
a faulty subcireuit

Faulty subcircuits
have a common part

1

Splitting all subcircuits

Splitting one
of the subcircuits

Selection subcircuits

Fig. 2. Block diagram
of the malfunction localization algorithm

3. Splitting the circuit into subcircuits. Let us
consider in more detail the algorithm of “splitting"” the
EC scheme into subcircuits.

3.1. Formulation of the problem. In the process of
applying the TVC method, it is necessary to repeatedly
partition the circuit or its part into subcircuits satisfying
conditions (3). This task is reduced to the problem of
partitioning the graph representing the ED scheme into
pairs of subgraphs G,(V,,E,) and G°(v’,E?). Graph
splitting is widely used in the design of electronic
equipment to minimize the connections between
individual blocks [5; 26], optimize computational
processes [27], and diagnostics of ED [28]. However, in
the literature there is no problem of obtaining all possible
partitions that satisfy condition (3). To solve this problem,
the method of direct item-by-item examination of various
subcircuits was chosen. Since the subcircuit in this
definition is completely determined by its nodes, then the

solution of the problem is reduced to the consideration of
all possible combinations of the vertices of the graph. For
large schemes, the direct application of the method of
direct search of graph nodes is inapplicable, since the time
spent on enumerating all the combinations depends
exponentially on the number of nodes.

In addition, it should be noticed that the composition
of modern electrical devices include such multi-polar
elements as semiconductor transistors, integrated circuits,
etc., which are impossible and impractical to break into
subcircuits, and should be considered as a whole.
Consequently, it is necessary in the computer to store and
process information about the graph of a circuit
containing multipolar elements.

Thus, to achieve the goal it was necessary to solve
the following tasks:

— develop a heuristic algorithm to avoid the
exponential dependence of the solution time on the
number of nodes and giving a quasi-finite solution,

— to develop ways of presenting in computer memory
a graph of an electrical circuit containing multipolar
elements, and automating its partitioning,

— develop an algorithm for analyzing subschemes in
order to form a hypothesis testing sequence.

3.2. Heuristic algorithm for splitting the graph of
a chain. To reduce the number of considered subcircuits,
one can limit oneself to only connected subcircuits, and to
exclude the exponential dependence of the solution time
of the problem of partitioning a circuit into subcircuits, a
heuristic algorithm was developed. This algorithm is
based on the fact that the division into subcircuits, their
analysis and the selection of maximally large subcircuits
is performed not for the whole circuit, but for its
individual parts, called blocks. In this case, only a quasi-
finite solution is obtained, i.e. some maximally large
subcircuits will not be considered, however, malfunctions
arising in practice, as a rule, can be localized with this
approach. In order to lose fewer subcircuits, the selecting
blocks should be intersected, then subcircuits containing
nodes from different blocks will be considered (Fig. 3).

Suppose that for block 1 a complete analysis of all
combinations of nodes has been carried out. Then, for
block 2 intersecting with block 1, there is no need to
iterate over the combinations of all the nodes, and only
nodes that do not belong to block 1 should be iterated
along with combinations of these nodes with subcircuits
of the common part of the blocks obtained from the
analysis of block 1. Block 1 in this case called base for
block 2.

The given heuristic algorithm requires storing in the
computer RAM only information about the current unit of
the electrical circuit, which leads to memory savings.

Obviously, on the basis of this heuristic algorithm, it
is possible to develop a program for analyzing the
topology of an electrical circuit in units for selecting
connected subcircuits and recording information about
them into memory.
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Block 1

N

\

N

<
N\

Fig. 3. Blocks with intersecting subcircuits

Block 2

It is also possible to develop a program of analyzing
multipole circuit according to blocks for distinguishing
indistinguishable multipoles and forming a sequence of
testing hypotheses.

3.3. Analysis of subcircuits and the formation of
the sequence of their verification. The analysis of the
subcircuits of a block is reduced to the analysis of their
nesting, the determination of the largest subcircuits, and,
on this basis, to the formation of a sequence of testing
hypotheses.

The relationship between subcircuits on the basis of
their nesting into each other can be represented as a
directional graph without contours, which is explained by
the transitivity of the inclusion relation (as shown in Fig.
4). Each vertex of such a graph corresponds to a
subscheme. The arrow points from S, to S, if S, = S,.

Fig. 4. Directed graph without contours

If such a graph is constructed, i.e. relations between
all subcircuits are determined, then the maximally large
subcircuits considered at any stage of the partitioning are
at the same level, i.e the task of determining the largest
subschemes is reduced to determining the levels of a
graph without contours [21; 29]. For this, each vertex is
assigned a number of input and output edges. If the vertex
has no input edges, then this is the 1st layer. It is removed
from the graph, then for all vertices for which the remote

vertices were ancestors, the number of input edges is
reduced by the corresponding number. Vertices that do
not have input edges are searched again, and so on.

This algorithm can be simplified, given that if
S,cS,, then g <u, (i=]j),ie. itisnot necessary to
view all subcircuits, but only those that have a smaller
number of branches.

In the case of writing a program of analysis of
multipoles through the block allocation indistinguishable
multipoles according to the criterion of nesting and the
formation of a sequence of testing hypotheses, the source
data for this program will be the number of the analyzed
block and the corresponding file.

The program should consist of the following main
procedures: prep(-), mpread(-), sort(-), analys(-), as well
as a number of procedures that perform service functions.

Procedure prep(-) performs preparatory operations
for the program.

Procedure mpread|(-) is designed to read information

about a block and all its subcircuits from a file into RAM.

Procedure sort(-) is designed to sort multipoles by
descending number of nodes in them. For this, the bubble
method is used [22].

Procedure analys(-) performs topological sorting of
subcircuits, giving the experimenter information about the
largest subcircuits nested in the given one.

4. Hypothesis testing using a simulator. To
automate hypothesis testing, it is proposed to use an
electronic circuit simulation program. In this program,
based on the input description of the electronic circuit, the
Jacobi matrix is formed, which is stored in rows in a one-
dimensional array g[-], and the vector of residuals, which

is stored in an array SS[-]. The number of equations in the
system is determined by the value of the variable keg.
1. The following arrays are entered:

_ nentf] to store numbers of training nodes,

_ nencf] to store numbers of test nodes,

- et[-] to store the values of voltages in the training
nodes,

- ec[-] to store the values of voltages in the test
nodes,
- h'p['] to store the numbers of poles of the tested
subcircuit,

- I[] to store the values of current sources
connected to the poles of the tested subcircuit.

2. Dialogue procedures are introduced to set the
values of arrays nent[], nenc[], et|], ec[], hip[], and
zero values are assigned to the array | [] elements.

The simulator works as follows:

— the simulator calculates the Jacobi matrix g[] and

the magnitudes of the discrepancy SS[-];
— in accordance with the information entered, the
number of equations keg is changed by an amount equal to

the number of polar nodes of the tested subschema minus
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one (the old keg value is stored in variable kegl);

— carried out ”moving apart” the rows of the Jacobi
matrix in array g[-] and adding to it new rows;

— the new rows and columns of the Jacobi matrix are
filled in accordance with the hypothesis under consideration;

— recalculation carried of the elements of the array
SS[-] of residuals in accordance with the hypothesis under
consideration and the values of the elements of the arrays
I[]and et[];

— control is transferred to a modeling subprogram that
monitors the values of the discrepancies in order to
determine the accuracy of the solution obtained and the
possibility of terminating the calculations;

— the resulting arrays g[-], SS[/] and variable keg are
transferred to procedure lin(-), which solves the system of
linear algebraic equations and returns the values of the
increments of variables in array SS[-]. At the same time, the
variables of the original system of equations are corrected;

— adjustment carried of the elements of the array | [] to
the corresponding values of the increments;

— the old value of kegl is restored from keg, and
proceeds to step 1.

Below is described the localization of faulty
subschemes in practical circuits on the example of a power
amplifier.

The circuit diagram of the power amplifier is shown in
Fig. 5, and the numbering sequence of its elements in the
Table 1. The nodes 2; 3; 4; 6 are available in the scheme. In
Table 2 shows the voltage values in the available nodes for
the case of a working circuit and for the case of a
malfunction that must be determined.

7

V3

El

r
|
|
|
|
|
|
|
|
|
} [] R5 R9
|
|
L

i B BN
E3

lo

Fig. 5. Schematic diagram of the power amplifier

Table 1. Numbering of elements of the power
amplifier concept
Item No. Reference Value
designations
1 El 15V
2 E2 15V
3 R1 10 kQ
4 R2 10 kQ
5 R3 270 ohm
6 R4 47 ohm
7 R5 47 ohm
8 R6 270 ohm
9 R6 270 ohm
10 R8 270 ohm
11 V1 CT 503V
12 V2 CT 502V
13 V3 CT8l6V
14 V4 CT817V
15 R9 4 ohm
16 E3 1V
Table 2. Voltage values in the available nodes
Item Voltage
No. Fault-free circuit Faulty circuit

2 0,605 0,6

3 0,311 0,6

4 17,493 17,491

6 2,1 2,305

The localization of a faulty subcircuit is performed in
the following sequence:

— a conclusion is made about the efficiency of EMF
sources E1, E2, E3;

— the power amplifier circuit is divided into
subcircuits. As available nodes, nodes with numbers 2; 3;
4; 6 are entered, and the scheme itself is considered to

consist of one block. The results of the partition for the
first level are given in Table. 3;

Table 3. Hypotheses for tested subcircuits

Subcircuit Subcircuit

Poles Poles
No No.
2 0,1,3,6 29 0,3,4,7
5 0,1,4,6 30 0,2,7,8
7 3,4,6,7 31 0,2,6,8
8 2,5,6,8 32 0,2,6,7
9 2,467 33 0,2,5,8
10 15,78 34 0,2,4,7
12 1,478 35 0,2,3,8
15 1,357 36 0,2,3,7
17 1,2,4,8 37 0,2,3,6
18 1,247 38 0,1,7,8
19 1,2,4,6 44 0,1,3,7
20 0,6,7,8 47 0,1,2,8
21 0,5,7,8 48 0,1,2,7
23 0,4,7,8 49 0,1,2,6
25 0,3,7,8 50 0,1,2,4
27 0,3,6,7 51 0,1,2,3
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— using a modified simulation program, hypotheses
are checked for all the subcircuits listed in Table. 4.3,
along with this nodes 2; 3; 6 are taken as training nodes,
and node 4 is used as a test node. As a result of the
simulation, a single hypothesis is confirmed,
corresponding to subschema 37 with pole nodes O; 2; 3; 6

5,=U,-U,|=210"° B;

— the results of partitioning (for example) of the
subcircuit 37 are given in table four.

Table 4
Subcircuit breakdown results 37

Subcircuit No. Poles
54 2,3,6
67 0,3,6
70 0,2,6
71 0,2,3

- using a simulator, hypotheses can be tested for all
subcircuits shown in Table 4, moreover, nodes 2 and 3 are
taken as training nodes, and node 6 is taken as a test node.
As a result of the simulation, two hypotheses are
confirmed, corresponding to subschemes 54 and 71

S5 = Ug —Ug | =0,062V,
81 =|Us —Ug=0,089V,

— since subcircuits 54 and 71 have common nodes, a
part of these subcircuits, which consists of nodes 2 and 3,
is taken as a fault zone. This part does not contain
elements and is not subject to further splitting. This result
corresponds to the actual fault depicted by the dotted line
in Fig. 5. The given example shows a relatively low
computational complexity of the proposed algorithm for
the localization of faulty subcircuits.

Conclusions. On the basis of the developed
algorithms (Fig. 1; Fig. 2), the method of localization of
faulty subschemes in the ED is considered, which
includes the following sequence of actions:

1. The scheme of the checked ED is divided into
subcircuits taking into account the number and location of
nodes available for measurements.

2. Based on the topological indistinguishability
criterion, groups of indistinguishable subcircuits are
determined.

3. For ED circuits containing only linear elements,
using a simulation program, a fault vocabulary is
constructed for the resulting subcircuit partitioning, and it
determines the faulty subcircuit with an accuracy of
indistinguishable subcircuits.

4. In the ED circuits containing nonlinear elements,
for each subcircuit being tested, the nodes available for
measurement are divided into two groups, namely, into
training and testing nodes. If the hypothesis about the
malfunction is confirmed, only for one of the considered
subcircuits, in order to increase the depth of diagnosis, the

composition of the control points is changed, and the
transition to step 1.

If the hypothesis about the malfunction of several of
the considered subcircuits having a common part is
confirmed, the composition of the control points is
changed to increase the depth of diagnosis, and the
transition to stepl is carried out.

When confirming the hypotheses about the failure of
several subcircuits that do not have a common part, a
subcircuit representing the union of these subcircuits is
taken, the composition of control points is changed, and
the transition to step 1 is made. When discarding the
failure hypotheses for all the subcircuits considered, the
process of searching for a malfunctioning subcircuit ends,
and that subcircuit that was determined at the previous
stage is considered to be faulty.
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AJITOPUTMIBALIA TPOIECY JIOKAJI3AII
HECIIPABHUX HIICXEM

Anomauin Pozensinymo nioxoou wo0o aneopummizayii npoyecy JIOKani3ayii HeCnpagHux niocxem WUPOKO2O0 KIACY
e/leKmpOmMexHiYHUX NPUCMPOI8 (NepesasiCHo eleKMPULHUX Ma eNeKMPOHHUX), 3aNPONOHOBAHO BIONOGIOHI aneopummy ma noKa3aHo
MOXHCIUBICID IX NPUKTIAOHO20 3ACMOCYBAHHA 8 NPAKMUUHUX 000AMKAX. 30Kpemd, 3a3HAYEHO WO 6 CYYACHUX YMOBAX, NPU 3POCMAHHI
6UMO2 00 HAOIUHOCMI eleKMPOMEXHIYHUX NPUCMPOi8 ma pO3UUPEHHA HAOOpY QYHKYil, AKI B0HU BUKOHYIOMb, NOBUHHA
PO3NAOAMUCA He MINbKU NOBHA MONCIUBICIb Peani3ayii NOMOYHO20 KOHMPONIO Npaye30amnocmi OaHUX npucmpois Ha cmaodiix
sUpoOHUYMBEa ma excniyamayii, ane i 3a06e3neueHHs NOMEHYIAIbHOT MOMCIUBOCI 0ideHOCMYBAHHA NPUCMPOIs (cucmem) — Ha
cmaoii npoexmysanns. Pazom 3 mum 6KA3aHO HA YCKIAOHEHHS, 5SKe CHOCMEPIeAEmbCs, Wooo MemoOoN02iuH020 3a0e3neuenHts
OKpemMux npoyeoyp ma 6cbo20 npoyecy OlaeHOCMYBAHHA 8 YIIOMY, WO, 3 00HO20 DOKY, N08 A3aHO 3 HeOOXIOHICMIO HAUOIIbIWL NOBHO
ma ecebiuno npogecmu OiacHOCMYBAHHA, A 3 THULO20 — BUIHAYAE Pi3Ke 3POCMAHHI 00UUCTIOBANbHUX PecYpCie ma mpyooeumpam Ha
peanizayiro 0iazHOCMUYHO20 eKCHepUMEHMY.

OOHUM 3 MOMCIUBUX DPIWieHb 6KA3AHO20 NPOMUpivysi ciyeye @Qopmanisayis ma HACMYRHA aneopummizayis npoyeoyp
OlaeHOCMY8aHHA, WO 3a0e3neyye asmoMamu3ayito OCMAaHHIX ma, K HACHIOOK, CKOPOYYyE Hac OIaeHOCMYBAHMA i NIOBUWYE 11020
AKicmb. 3anponoHo8aHi aneopumMiyHi 3acobu peanizyioms MOOENbHO-OPIEHMOBAH] Memoou N0Kanizayii Hecnpaguux niocxem
eNIeKMPOMEXHIYHUX NPUCMPOI8 (cucmem), 30Kpema, Memoo HA8UAKUUX MA NEPEGIPOUHUX XapaKmepucmuk. Biominnow ocobnusicmio
OaHUX MEMOOi8 Ma PO3NAHYMOZ0 8 POOOMI Al2OPUMMIYHO20 3a0e3NeUeH s € GUKOPUCMANHS 8 X00i OIAZHOCTNUYHO20 eKCNEPUMEHNTY
Mooenetl npucmpois, AKi 00CTIONCYIOMbCA, WO 300e3neyye MONCIUBICIb YOPMYBAHHS Ma NEPeGipKU QYHKYIOHANbHO HEOOXIOHUX (8
i0eani — 6y0v-sKux) cinomes npaye30amHoOCmi OCMAHHIX.

Knrwuosi cnosa: odiacnocmysanus, OiacHOCMUYHULL eKCHepUMEHm,; Memoou OIdeHOCMYBAHHA, ANOPUMMI3AYIs Npoyeoyp
0iacHOCMYBaHHA,, IOKANI3AYISL HECNPABHUX NiOCXeM
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AJITOPUTMU3ALUSA TPOLECCA JIOKA/IN3AIINHN
HEHNUCIIPABHBIX IOACXEM

Annomayus Paccmompenvl nooxo0bl K aneopummu3ayu npoyecca IOKaAnU3ayuu HeUCHPasHbiX NOOCXeM WUpOKo2o Kiacca

INEKMPOMEXHUYECKUX YCHPOUCME  (NPEUMYWYECNGEHHO INEKMPUYECKUX U INEKMPOHHLIX), HPEONO0JCEeHbl COOMBEMCMBYIoujue
anzopummbl U NOKA3AHA 603MOICHOCHIL UX NPUKTAOHO20 NPUMEHEHUS! 8 NPAKMUYECKUX NPUNOdICEHUsX. B yacmnocmu ommeyeno,
YUMo 8 COBPEMEHHBIX YCILOBUSX, NPU BO3DACMAHUU MPEBOBAHUL K HAOEICHOCHIU INEKMPOMEXHUHECKUX YCIMPOUCMSE U PACUUPEHUs.
HA6opa, BbINOTHAEMbIX HUMU DYHKYUL, OOINHCHA PACCMAMPUBANbCS He MONbKO NOIHAS Pedanu3yeMOCnib MeKyujeco KOHMpOs.
pabomocnocobnocmu OauHbIX YCMPOUCME HA CMAOUSX NPOU3BOOCMBA U SKCHIyamayuu, HO U obecneyeHue NomeHyuanrbHol
603MOICHOCHIU OUACHOCMUPOBAHUSL PA3PAOAMbBIBACMbIX YCIMPOUCME (Cucmem) — HA cMAaouu npoeKmuposanus. Yxazano emecme ¢
mem Ha HABMIOOAIOWeecs  YCIOJICHEHUe MemoOdoNI0eUueckoe0 obecnedenus OMmOeIbHbIX Npoyedyp U 6ce2o  npoyecca
OUASHOCMUPOBAHUSL 68 YENOM, 4MO, ¢ OOHOU CMOPOHbL, CA3AHO C HEOOXOOUMOCHbIO HAUbONee NOTHO U 6CECMOPOHHE Npogecmu
ouaznocmuposanue, a ¢ Opy2oil — onpeoensiem pe3koe 03PACMAHUE GbIYUCTUMETLHBIX PECYPCos U mpyoo3ampanm Ha peanu3ayuio
OUAZHOCMUYECKO20 IKCIEPUMEHMA.
OOHUM U3 803MOJICHBIX PEUIEHUIl YKA3ZAHHO20 NPOMUBOPEYUsL CILYICUM OPMATU3AYUST U NOCLEOYVIOUAs ANCOPUMMUIAYUSL NPOYEOyD
OUAZHOCMUPOBAHUS, YMO 0becneyusaem agmoMamu3ayuio NocIeOHUx U, Kak cieocmeue, CoOKpaujaen epems OUdeHOCmupO8anus u
nosviuiaem e2o Kkavecmeo. IIpednodicennvle aneopummuyeckue cpeocmed peanusyiom MoOelbHO-OPUSHIMUPOBAHHbIE MemMOObl
JOKQMU3AYUY  HEUCTPABHLIX NOOCXEM  INeKMPOMEXHUYECKUX YCMPOUCms (cucmem), 8 HACMHOCMU, Memoo O00YYaiowux u
npoeepounvix  xapakmepucmux.  OmIuyumenvHoil  0COGEHHOCMbIO  OGHHBLIX — Memo008 U  PACCMOMPEHHO20 6 pabome
AI2OPUMMUNECKO20 06ecnedenUs AGNAEeMCs UCNONb306AHUEC 6 X00e OUACHOCIUYECKO20 IKCNEePUMEHma MOoOenell UCCledyemblX
ycempoticms, umo obecnequgaenm 803MONCHOCHb QOPMUPOBAHUsT U NPOGEPKU (DYHKYUOHATLHO HeoOX00umMbIX (8 udeane — niobwix)
2unomes pabomocnocoOHOCMU NOCTEOHUX.

Knrouegvie cnosa: ouacnocmuposanue; OUASHOCMUYECKUTI IKCNEPUMEHN, MemoObl OUAZHOCIUPOBAHUS, AN2OPUMMUZAYUSL
npoyeoyp OUazHOCMUPO8AHUsL; TOKANU3AYUA HEUCHPABHBIX NOOCXeM

Information technologies and computer systems

46 ISSN 2663-0176 (Print)



	UDC 621.31
	ОRCID: org/0000-0002-3016-014X
	G. E. Puhov, st. General Naumov, 15, Kiev, Ukraine
	V. Shylov; 2019
	It's obvious that
	Fig. 3. Blocks with intersecting subcircuits
	Fig. 4. Directed graph without contours
	Fig. 5. Schematic diagram of the power amplifier
	Table 3. Hypotheses for tested subcircuits
	Table 4
	References
	1. Kutin, V. М. (2001). Diagnostirovanie elektrooborudovaniya elektricheskih system. [Diagnosing electrical equipment of electrical systems]. Kyiv, Ukraine, UMKVO Publ., 104 p. (in Russian).
	2. Lomakina, L. S. (2015). Metodologicheskie aspektyi diagnostirovaniya sostoyaniy tehnicheskih i programmnyih system. [Methodological aspects of diagnosing the states of technical and software systems]. Basic Research Publ., No. 12-2. pp. 297-304 (in...
	3. Lykov, A. A. (2012). Tehnicheskoe diagnostirovanie i monitoring sostoyaniya ustroystv avtomatiki. [Technical diagnostics and monitoring of the state of automation devices]. Transport of the Russian Federation Publ.,   No.  5 (42), pp. 67-72 (in Rus...
	4. Miroshnik, M. A. (2012). Issledovanie metodov diagnostirovaniya slozhnyih system. [Investigation of methods for diagnosing complex systems]. System processing information, Iss. 6 (104). pp. 70-75 (in Russian).
	5. Fainzilberg, L. S. (2010). Matematicheskie metodyi otsenki poleznosti diagnosticheskih priznakov. [Mathematical methods for assessing the usefulness of diagnostic features]. Кyiv, Ukraine, Оsvita Ukraini Publ., 152 p. (in Russian).
	6. Filaretov, V. V. (1998). Topologicheskiy analiz elektronnyih shem metodom vyideleniya parametrov. [Topological analysis of electronic circuits by selecting parameters]. Electricity Publ., No. 5. pp. 43-52 (in Russian).
	7. Bandler, J.  W.  & Salama, A. E. (September 1985). “Fault Diagnosis of Analog Circuits”, Proceedings of the IEEE 73(8), pp. 1279-1325. DOI: 10.1109/PROC.1985.13281.
	8. Bilski, A. & Wojciechowski, J. (2016). “Automatic parametric fault detection in complex analog systems based on a method of minimum node selection”. Int. J. Appl. Math. Comput. Sci., Vol. 26, No. 3, 655- 668. DOI:10.1515/amcs-2016-0045.
	9. Catelani, M. & Fort, A. (Apr 2002). “Soft fault detection and isolation in analog circuits: some results and a comparison between a fuzzy approach and radial basis function networks”, IEEE Transactions on Instrumentation and Measurement, Vol. 51, I...
	10.  Cuong, Pham, Long, Wang, Salman, Baset, & Ravishankar, K. Iyer. (February, 2017). “Failure Diagnosis for Distributed Systems Using Targeted Fault Injection”. IEEE Transactions on Parallel and Distributed Systems, Vol. 28. Issue 2, pp. 503-516. DO...
	11.  Huang, Jiun-Lang, &. Tim, Cheng K.-T. (2000). “Test point selection for analog fault diagnosis of unpowered circuit boards”. IEEE Transactions on Circuits and Systems II Analog and Digital Signal Processing 47(10), pp. 977-987. DOI: 10.1109/82.87...
	12.  Luo, H.,  Lin, H.  Wang, Y., & Jiang, Y. (2012). “Module level fault diagnosis for analog circuits based on system identification and genetic algorithm”, Int. Journ. Measurement 45(4), pp. 769-777. DOI: 10.1016/j.measurement. 2011.12.010.
	13.  Bowman, R. J., & Lane, D. J. (1988). “A knowledge based system for analog integrated circuit design”. IEEE Int. Conf. Computer Aided Design, pp. 210- 212.
	14.  Czaja, Z. (2008). “A fault diagnosis algorithm of analog circuits based on node-voltage relation”. IEEE 12-th IMEKO TC1 & TC7 Joint Symposium on Man Science & Measurement, Vol. 3, 5, pp. 297-304.
	15.  Dong, H.,  Ma. T.,  He B., & Liu. G. (2017). “Multiple-fault diagnosis of analog circuit with fault tolerance”. IEEE  6-th Data Driven Control and Learning Systems (DDCLS), pp. 167-172. DOI: 10.1109/DDCLS. 2017.8068085.
	16.  Verlan, A. A. (2013). Ob odnom sposobe postroeniya sistemyi kontrolya vtorichnyih istochnikov elektropitaniya  [On one method of building a system for monitoring secondary power sources]. Mathematical and computer-aided modeling. Tech. Science, K...
	17.  Volkov, Yu. V. (2016). Sistemyi tehnicheskogo diagnostirovaniya, avtomaticheskogo upravleniya i zaschityi. [Systems of technical diagnostics, automatic control and protection]. St-Petersburg, Russian Federation, HSE Publ., 115 p. (in Russian).
	18.  Bondarenko, V. М. (1986). Issledovanie i razrabotka algoritmov i programm diagnostiki nelineynyih elektricheskih tsepey. [Research and development of algorithms and programs for diagnostics of nonlinear electric circuits]. Kiyv, Ukraine, Preprint...
	19.  Bondarenko, V. M. (1985). Kompleks programm diagnostiki elektricheskih tsepey. [Complex programs for the diagnosis of electrical circuits]. Abstracts of reports of the All-Union Scientific-Technical Conference ”Modeling-85”. Kiev, Ukraine, Naukov...
	20.  Verlan, A. A. (2015). Diagnostirovanie slozhnyih elektronnyih shem na osnove metoda obuchayuschih i proverochnyih harakteristik. [Diagnosing complex electronic circuits based on the method of training and testing characteristics], Electrotechnica...
	21.  Verlan, A. А. (2008). Lokalizatsiya neispravnyih elektronnyih podshem metodom obuchayuschih i proverochnyih harakteristik. [Localization of faulty electronic subcircuits by the method of training and testing characteristics]. Mathematical and com...
	22.  Verlan, A. F. (2017). Lokalizatsiya neispravnyih fragmentov pri diagnostirovanii bezyinertsionnyih sistem. [Localization of faulty fragments in the diagnosis of inertialess systems]. Electrotechnical and Computer Systems: Theory and Practice. Spe...
	23.  Polozhanko, S. A. (2018). Planuvannya dIagnostichnogo eksperimentu pri lokalIzatsIYi nespravnostey pIdshem bezInertsIynih sistem. [Planning a diagnostic experiment in the localization of malfunction of the subsystems of inertia-free systems]. Inf...
	24.  Babakov, M. F. (2001). Metodyi mashinnogo modelirovaniya v proektirovanii elektronnoy apparaturyi. [Methods of machine modeling in the design of electronic equipment]. Tutorial. Kharkov, Ukraine, National Aerospace University “Kharkiv Aviation In...
	25.  Filaretov, V. V. (1998). Topologicheskiy analiz elektronnyih shem metodom vyideleniya parametrov. [Topological analysis of electronic circuits by selecting parameters], Electricity Publ., No. 5, pp 43-52 (in Russian).
	26.  Butyrin, P. A. (2000). Diagnostika slozhnyih elektricheskih tsepey po chastyam. [Diagnostics of complex electrical circuits in parts]. News RAS: Energy Publ., No. 2. Pp. 136-137 (in Russian).
	27.  Andon, F. I. (1987). O reshenii zadachi razbieniya grafa pri optimizatsii vyichislitelnogo protsessa v ASU. [On the Solution of the Problem of Partitioning a Graph for the Optimization of the Computing Process in an ACS]. Electronic Modeling Publ...
	28.  Vaida, N. P. (1987). Algoritm dekompozitsii ustroystv REA pri komponentnom diagnostirovani. [Algorithm of the decomposition of electronic devices with component diagnostics]. Moscow, Russian Federation, Radio i Svyaz Publ., 256 p. (in Russian).
	29.  Verlan, A. F. Lokalizatsiya neispravnyih fragmentov pri diagnostirovanii bezyinertsionnyih system. [Localization of faulty fragments in the diagnosis of inertialess systems]. Electrotechnical and Computer Systems: Theory and Practice. Special Edi...
	Received 17.01.2019
	E-mail: afverl277@gmail.com, ORCID: org/0000-0002-6469-2638
	ORCID: org/0000-0002-4082-8270
	E-mail: prokofieva@gmail.com, ORCID: org/0000-0002-4045-2402
	АЛГОРИТМІЗАЦІЯ ПРОЦЕСУ ЛОКАЛІЗАЦІЇ
	АЛГОРИТМИЗАЦИЯ ПРОЦЕССА ЛОКАЛИЗАЦИИ

