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ABSTRACT

The relevance of solving the problem of facial emotion recognition on human images in the creation of modern intelligent
systems of computer vision and human-machine interaction, online learning and emotional marketing, health care and forensics,
machine graphics and game intelligence is shown. Successful examples of technological solutions to the problem of facial emotion
recognition using transfer learning of deep convolutional neural networks are shown. But the use of such popular datasets as DISFA,
CelebA, AffectNet, for deep learning of convolutional neural networks does not give good results in terms of the accuracy of emotion
recognition, because almost all training sets have fundamental flaws related to errors in their creation, such as the lack of data of a
certain class, imbalance of classes, subjectivity and ambiguity of labeling, insufficient amount of data for deep learning, etc. It is
proposed to overcome the noted shortcomings of popular datasets for emotion recognition by adding to the training sample additional
pseudo-labeled images with human emotions, on which recognition occurs with high accuracy. The aim of the research is to increase
the accuracy of facial emotion recognition on the image of a human by developing a pseudo-labeling method for transfer learning of
a deep neural network. To achieve the aim, the following tasks were solved: a convolutional neural network model, previously
trained on the ImageNet set using the transfer learning method, was adjusted on the RAF-DB data set to solve emotion recognition
tasks; a pseudo-labeling method of the RAF—DB set data was developed for semi-supervised learning of a convolutional neural
network model for the task of facial emotion recognition; the accuracy of facial emotion recognition was analyzed based on the
developed convolutional neural network model and the method of pseudo-labeling of RAF-DB set data for its correction. It is shown
that the use of the developed method of pseudo-labeling data and transfer learning of the MobileNet V1 convolutional neural network
model allowed to increase the accuracy of facial emotion recognition on the images of the RAF-DB dataset by 2 percent (from 76 to
78 %) according to the F1 estimate. At the same time, taking into account the significant imbalance of the classes, for the 7 main
emotions in the training set, we have a significant increase in the accuracy of recognizing a few representatives of such emotions as
surprise (from 71 to 77 %), fearful (from 64 to 69%), sad (from 72 to 76 %), angry with (from 64 to 74 %), neutral (from 66 to 71
%). The accuracy of recognizing the emotion of happy, which is the most common, decreased (from 91 to 86 %) Thus, it can be
concluded that the use of the developed pseudo-labeling method gives good results in overcoming such shortcomings of datasets for
deep learning of convolutional neural networks such as lack of data of a certain type, imbalance of classes, insufficient amount of
data for deep learning, etc.
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INTRODUCTION

Modern intelligent systems of computer vision
and human-machine interaction, online learning and
emotional marketing, health care and forensics,

Recognition (FER) on images of human faces [1, 2].
The works show successful examples of
technological solutions to the FER problem using
transfer learning of deep Convolutional Neural
Networks (CNN) [3, 4], [5, 6]. But the use of such

machine graphics and game intelligence have a basic
foundation in the form of a model of social
interaction.

The development of such a model requires
information about the emotional the condition of a
person, the acquisition of which is connected with
the solution of the problem of Facial Emotion
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popular datasets as DISFA, CelebA, AffectNet [7]
for deep learning of CNN does not give good results
in terms of FER accuracy because these training
samples have fundamental disadvantages such as
lack of data of a certain class, class imbalance,
subjectivity and ambiguity of labeling, insufficient
volume of data for deep learning, etc. Therefore, the
topic related to increasing the accuracy of FER due
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to the use of transfer learning, which allows using an
already trained CNN of the MobileNet V1 type on a
large and more advanced dataset, is relevant
ImageNet with further post-training already on a
specialized and significantly smaller and unbalanced
Real-world set Affective Faces Database (RAF-DB).
At the same time, it is proposed to overcome the
indicated shortcomings of RAF-DB by adding to the
training sample additional pseudo-labeled images
with human emotions, on which FER occurs with
high accuracy. Let's consider the CNN transfer
learning method and the most common ways of
adding data to the training sample in more detail.

ANALYSIS OF EXISTING RESEARCH AND
PUBLICATIONS

The approach of Transfer Learning, consists in
the transfer of feature description functions obtained
by the CNN model with multiple layers in the
process of solving the initial recognition task to the
target recognition task [3, 4], [5, 6], [8, 9]. The
MobileNet family of networks is widely used for
FER tasks on mobile platforms due to its ease (4-3M
parameters) [10, 11], [12]. The MobileNet model is
based on the structure of a deep separable
convolution, which can transform a standard
convolution into a deep convolution and a point
convolution with a convolution kernel 1x1.

We briefly summarize the stages of transfer
learning:

Stage 1. Convolutional layers are extracted
from the previously trained model (pre-train).

Stage 2. The convolutional layers are “frozen”
to avoid destroying any information they contain
during further training (train).

Stage 3. Several new training layers are added
on top of the frozen layers, which will learn to turn
the old feature maps into predictions for the new
data set.

Stage 4. New layers are trained on the target
data set.

Stage 5. Fine-tuning of the entire CNN model.
Namely, unblocking the “frozen” part and retraining
the entire CNN model on the target data set with a
very low training speed. As shown by numerous
studies, the implementation of this stage allows the
pre-trained CNN model to gradually adapt to new
data.

Thus, for the implementation of transfer
learning, in addition to the pre-train CNN model, is

needed a target training data set, which, as a rule,
requires expansion.

To solve the problem of expansion, methods of
adding such data to the training sample are used,
which do not create additional imbalances or false
patterns within the sample [13, 14]. Such methods
include: Data augmentation, Hard Samples Mining,
Generative Adversarial Networks, Dropout as an
imitation of adding data and Pseudo-labeling

Data augmentation consists in modifying the
available images of the training sample using the
operations of adding noise, rotation, scaling,
mirroring, manipulation of color, contrast, as well as
multiplicity according to a certain rule in order to
expand the training sample and increase its diversity.
An effective type of augmentation is CutOut [15]
and Random Erasing [16] (painting random
rectangles in the picture so that the CNN could not
learn to recognize an object by one specific detail of
its appearance, for example, to recognize a car by its
wheel). As a rule, in the process of CNN training,
the intensity of augmentations gradually decreases,
which allows the neural network to better adapt to
the initial distribution, at the same time improves its
convergence and stability due to the increase in data
diversity. [17, 18], [19].

Hard Samples Mining. In order for the neural
network to distinguish the object from similar
objects in the background, is added to the dataset
hard negative examples — fragments of images that
look like an object. At the same time, as hard
negative examples of images used are images that
released false positives from the network, which was
trained in a small number of epochs [20, 21].

Generative Adversarial Networks (GAN) — a
combination of two neural networks, in which two
algorithms “generator” and “discriminator” work
simultaneously. The task of the generator is to
generate images of a given category. The task of the
discriminator is to try to recognize the created
image. In fact, GANs create their own training data.
However, modern GANSs often generate incorrect
images, and there are also big problems with their
convergence. However, you can still try to use them
to generate facial images [22] (Fig. 1), taking into
account positive examples of background generation
or for adaptation of existing images to other
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conditions (for example, generation from night
images [23, 24], [25]).

Dropout as an imitation of adding data. The
CNN Dropout regularization method [26] is
considered as an imitation of adding data. In this
case, the reasoning is correct that for the layer i of
the CNN there is no difference between whether the

Fig. 1. An example of expanding the learning

curve using generated images
Source: compiled by the [22]

input data changes or the values of the outputs of the
layer i-1 of the CNN change. The method showed
good results for CIFAR-10 [27] - a dataset
containing a small number of images (about 10,000),
which is why the simulation of data addition for this
dataset seems expedient.

Pseudo-labeling. Recently, for the data of the
ImageNet set [28], one of the best results in
competitive practice showed the direction of pseudo-
labeling of the method self-supervised learning
[29, 30], [31]. According to the scheme (Fig. 2), the
neural network model is first trained on a collection
of labeled data, then the answers (Predict) of the
trained model are used to label a set of Unlabeled
data, and then Pseudo-labeled data are used to train
the model, while pseudo-labels are added only to
those data whose predictions performed with a high
degree of reliability.

The aim of the research is to develop a pseudo-
labeling method Data for advanced transfer learning
of deep convolutional neural networks increasing the
accuracy of facial emotion recognition in a human
face image.

1) to solve FER problems, adjust the CNN
model pre-trained on the ImageNet data set using the
transfer learning method on the RAF-DB data set;

2) develop a method for pseudo-labeling the
data of the RAF-DB data set for the semi-supervised
learning of the CNN model for the FER problem;

3) analyze the accuracy of facial emotion
recognition in a human face image based on the
developed CNN model and the method of pseudo-
labeling the RAF-DB data set for its correction.

Labeled data Unlabeled data

eoee Trai Predict cee
Tain redic!
cece 5 Model - °°°
o000 ® 00
o000 L I
Retrain _]_
Predict v
Labeled data Pseudo-labeled data
o000 Append L
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(N N N ) 00
o000 L

Fig 2. Scheme Pseudo-labeling
Source: compiled by the [31]

PRESENTATION OF THE MAIN RESEARCH
MATERIAL

Adjusting the pre-trained CNN model to
solve the FER problem

In the research carried out in the previous
works of the authors [32, 33], when developing a
CNN model for the FER problem, taking into
account the requirements for resource intensity and
learning speed, it was proposed to use CNN
MobileNet V1 pre-trained on the dataset ImageNet
(Fig. 3).

This version is designed for use in mobile
applications and is the first mobile computer vision
model obtained using framework TensorFlow.
MobileNet uses depth-separated convolutions. This
significantly reduces the number of parameters
compared to a neural network with regular
convolutions with the same depth of network. A

depth-separated convolution consists of two
THE AIM AND OBJECTIVES OF THE operations: depth and pointwise convolution.
RESEARCH
To achieve the aim, it is necessary to solve the
following tasks:
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Type / Stride Filter Shape Input Size
Conv / s2 3x3Ix3Ix32 224 x 224 x 3
Conv dw / sl I x 3 x32dw 112 x 112 x 32
Conv /sl 1x1x32x64 112 x 112 x 32
Conv dw/ s2 3% 3 x64dw 112 x 112 x 64
Conv / sl 1x1x64x128 96 x 56 x 64
Conv dw / sl 3x3x 128 dw 56 x 56 x 128
Conv /sl 1x1x128 x 128 96 x 56 x 128
Conv dw / s2 3 x 3 x 128 dw 96 x 56 x 128
Conv /sl 1x1x128 x 256 28 x 28 x 128
Conv dw /sl 3 % 3 x 256 dw 28 x 28 x 256
Conv /sl 1 x1 x 256 x 256 28 x 28 x 256
Conv dw / s2 3 x 3 x 256 dw 28 x 28 x 256
Conv /sl 1 x1 x 256 x 512 14 x 14 x 256
XCOIWdW/S] 3 x 3 x5H12dw 14 x 14 x 512
Conv /sl 1x1x512x 512 14 x 14 x 512
Conv dw / s2 3 x 3 x 512 dw 14 x 14 x 512
Conv /sl 1x1x512x1024 | 7x7x512
Conv dw / s2 3 x 3 x 1024 dw 7x7x1024
Conv /sl 1x1x1024 x 1024 | 7x 7 x 1024
Avg Pool / 51 Pool 7 x 7 7x 7 x1024
FC /sl 1024 x 1000 1x1x1024
Softmax / s1 Classifier 1x1x1000

Fig 3. Architecture MobileNet V1
Source: compiled by the [12]

After loading the CNN model MobileNet V1 is
pre-trained on the dataset ImageNet add data
augmentation layers to the input of the neural
network to combat overtraining and improve
training data. In this case, random mirroring of the
image horizontally (RandomFlip), multiplicity of the
image (RandomZoom), random rotation of the image
(RandomRotation) and random transformation
(RandomTranslation) are used as data augmentation.

In the TensorFlow API specifications Keras
let's create a ModelCheckpoint callback to save the
training history and the model itself. Callback is
used in conjunction with assisted training model.fit
to save the model or weights (in the checkpoint file)
at some interval so that the model or weights can be
loaded later to continue training from the saved
state.

The Real-world Affective Faces (RAF-DB)
dataset represents 29672 images of human facial
emotion, labeled with seven main emotion classes (0
—surprised; 1 — fearful; 2 — disgusted; 3 —happy; 4 -
sad; 5 — angry; 6 — neutral) or eleven complex
(multiple-labeled) emotions, for example, happy-
surprised, sad-angry, surprised-frightened. However,

the faces in the images vary greatly in the age,
gender and ethnicity of the subjects, head position,
lighting conditions, occlusion (for example, glasses,
facial hair or self-occlusion), post-processing
operations (for example, various filters and special
effects), etc. [34].

For transfer training, download the RAF-DB
archive and unpack it, specifying such parameters as
the total number of objects, image size, etc. It is also
necessary to initialize the variable that corresponds
to the main emotions in the dataset (Fig. 4a) and
divide the loaded data into training and test parts
(Fig. 4Db). In total, we have 12.271 images in the
training set and 3.068 in the test set. The relative
distribution of uploaded images by classes of basic
emotions indicates the imbalance of classes in the
dataset.

Next, we begin the learning process. The
callback parameter save_best_ saves the model only
if the accuracy of the model increases depending on
the number of training epochs.

Using this parameter allows you to identify the
best model, even if it was not obtained at the last
training epoch. In our case, 10 epochs were used to
train the CNN model. The structure of the CNN
model after transfer learning for the FER problem is
shown in Fig. 4c.

Taking into account the structure of the
MobileNet V1 model (Fig. 3), the following can be
noted. Conv2D-layers in Keras were chosen as
intermediate layers of the obtained CNN model for
the FER problem. This layer is similar to the Dense-
layer, and contains weights and biases that are
subject to optimization (matching). The Conv2D-
layer also contains filters (“kernels”), the values of
which are also optimized. This layer creates a
convolution kernel, which together with the input of
the layer creates a tensor (2-dimensional arrays) of
the output data. Empirically, 3 Conv2D-layers were
chosen with the number of filters 64, 128 and 256,
with the relu activation function and with kernel
sizes (5.5) (5.5) and (3.3), each of which is followed
by a MaxPooling2D-layer of size kernels (2.2), also
Dense-layers, one of which is the size of the filter
(128) and the last one, with the number of outputs
equal to the number of emotions, i.e. 7.
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Fig. 4. Adjustment of the pre-trained CNN model for solving the FER problem:
a — labeled images of the RAF-DB dataset; b — distribution of images by classes in the training set
Train_labels and test set Test_labels; ¢ — the structure of the adjusted model CNN for the FER

problem — CNN-FER)

Source: compiled by the authors

A method of pseudo-labeling the RAF-DB data
set for semi-supervised training of the CNN
model for the FER task

When developing the pseudo-labeling method
the training set Train_labels (Fig. 4, b) with the size
of 12271 (Train_labels = 12271) it is necessary to
divide into the training set
(Ywain=8834), validation set (Y.a=2209) and
“unlabeled set” (Yuniabeled =1228). That is, during the
pseudo-labeling of the data, the labels of the class of
images falling int0 Yuniaelea are ignored. Such a
division is carried out using the train_test split
module libraries Scikit-learn with stratify and
random_state parameters. The result of the data

distribution of the dataset RAF-DB for further
pseudo-labeling of data is shown in Fig 5. Note that
the test part of the sample Test labels remains
unchanged.

Pseudo-labeling method these data were
implemented using the teacher (CNN-FER) and
student (CNN( Retrain )-FER) models.

It consists of four main stages:

Stage 1 train the CNN-FER model on labeled
images (Yirain and Yvai);

Stage 2 use the trained CNN-FER model for

creating pseudo-labels on unlabeled images

(Yunlabeled);
Stage 3 add to training data (Yiwain and Yva) all
confident predictions Yunapelea With —probability
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predicted (P) for (y ={0,1,2,3,4,5,6}) classes above a
certain threshold (t)

P(y={0,1,2,3,4,563}/x) >t;

Stage 4 train the CNN( Retrain )-FER model on
the combination (YiraintYvartYuniaveled) SaMple.

Stages 2, 3, 4 can be repeated as many times as
the given value tallows.

Y _train

=00

1000
B0

5 &00
400

00

0
o 1 2 3 4 5 [

Fig. 5. R distribution images by class in the

elections Ytrain , Yvar @nd Y uniabeled
Source: compiled by the authors

We briefly present the features of the
implementation of the pseudo-labeling method. The
Yuniaveled data will be presented as a generator using
the ImageDataGenerator class in the API
TensorFlow Keras specification.

In Fig. 6, according to steps 2, 3 and 4 of the
pseudo-labeling method show the program code for
facial recognition emotions in images Yuniabeled DY
the CNN-FER model (Fig. 6a) and the results of
emotion recognition of the 7 specified classes in
with probability predicted

P(y ={0,1,2,3,4,5,6}x) > 0.99.

The result of the execution of the program code
after the 1st and 2nd iterations is shown in Fig. 6b
and Fig. 6¢c. As we can see, as a result of the first
execution of step 2 on Yynaeled iMages, it was
possible to add 363 images (Ypseudo _labeled) t0 Yirain ,
the correct recognition of which is determined by the
CNN-FER model with a probability of more than
0.99.

According to stage 4, the CNN(Retrain)-FER
model is already trained using
Ytrain +Ypseudo _ labeled-:

pseudo_prediction=model.predict generator(pseudo generator)
pseudo_prediction = np.round (pseudo prediction, 3)
psedo_cuts=sum(np.max (pseudo_prediction, axis=1)>0.99)

confident prediction_labels = np.max(pseude_prediction,axis=1)»0.88

print (f"Number of confident predictions = {psedo_cuts}")
a
Number of confident predictions = 363
b
Number of confident predictions = 95
c

Fig. 6. Results of using the method

pseudo-labeling of data
Source: compiled by the authors

After performing the second iteration of the
pseudo-labeling method, it was possible to add 95
images (Y pseudo _labeled) 0 Y train .

Analysis of facial emotion recognition
accuracy based on the developed CNN-FER
model and data pseudo-labeling method

Due to the large inconsistency of labeled data in
the RAF-DB set (Fig. 4b and 5), the accuracy of
facial emotion recognition in a human face image
was assessed by the F1-measure value (the harmonic
mean of the Precision and Recall indicators):

PrecisionXRecall

F=2 Precision+Recall’ @
.. TP

Precision = , 2

TP+FP
Recall = —=~ : 3

TP+FN
where TP are true positive examples TP; = T;;
FP are false positive examples

FP; = Y ceciasse Fic; » FN are false negative
examples FN; = Y.ceciasse Fei-
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In this case, the TP, FP and FN indicators were
calculated using the rows and columns of the
confusion matrix (Fig. 7a, Fig. 7d and Fig. 7e). And
in Fig. 7b, Fig. 7c and Fig. 7f the characteristics of
the accuracy of emotion recognition for the F1 and
Precision and Recall metrics are shown.

The characteristics of the recognition accuracy
are shown depending on the iteration number by the
method of pseudo-labeling data (b — the first
iteration; ¢ — the second iteration; f — the third
iteration).

As can be seen after the first iteration Fig. 7a
and Fig. 7b), the CNN-FER model is the most
accurate recognizes the emotions of happy, angry,
neutral and surprised. And the overall recognition
accuracy is 76 %. In the second iteration (Fig.7c and
Fig.7d), already for the CNN(Retrain)-FER model,
the following results of increasing the accuracy of
recognition of the emotion of surprised (from 71 to
77 %), fearful (from 64 to 69 %), sad (from 72 to
76%), angry with (from 64 to 74%), neutral (from
66 to 71 %). The accuracy of recognizing the
emotion of disgusted did not change, but the
accuracy of recognizing the emotion of happy,
which is the most common in the training sample,
decreased (from 91 to 86 %). Thus, the overall
accuracy of the CNN(Retrain)-FER model became 2
percent better compared to the CNN-FER model and
in the end we have an overall accuracy of 78 %.
Comparing the average recognition accuracy on the
third iteration of the method (Fig. 7e and Fig. 7f) of
pseudo-marking with the one obtained on the
second, we can see that the result has deteriorated.
Only the emotions of happy and neutral received an
increase in accuracy (from 86 to 91 % and from 71
to 73 %), respectively.

Thus, the general conclusion is as follows: the
use of the developed data pseudo-labeling method
gives good results in overcoming such shortcomings
of datasets for deep learning of convolutional neural
networks as lack of data of a certain class, imbalance
of classes, insufficient amount of data for deep
learning, etc.

CONCLUSION

In general, the following conclusions can be
drawn based on the results of the research conducted
in the paper:

— The relevance of solving the problem of
facial emotions recognizing on human images in the
creation of modern intelligent systems of computer

vision and human-machine interaction, online
learning and emotional marketing, health care and
forensics, machine graphics and game intelligence
has been studied. Successful examples of
technological solutions to the problem of emotion
recognition using transfer learning of deep
convolutional neural networks are shown.

— It has been studied that the use of such
popular datasets as DISFA, CelebA , AffectNet , for
deep learning of convolutional neural networks does
not give good results in terms of the accuracy of
emotion recognition because almost all training
samples have fundamental flaws related to errors in
their creation , such as the absence data of a certain
type, imbalance of classes, subjectivity and
ambiguity of labeling, insufficient amount of data
for deep learning, etc.

— It is proposed to overcome the noted
shortcomings of popular datasets for emotion
recognition by adding to the training sample
additional pseudo-labeled images with human
emotions, on which recognition occurs with high
accuracy.

— It is shown that to solve the problem of
expanding training datasets, methods are used to add
such data to the training set that do not create
additional imbalance or false intra-sample patterns.
These methods include: Data augmentation, Hard
Sample Mining, Generative Adversarial Networks,
Dropout as an imitation of adding data, Pseudo-
labeling. The advantages of Pseudo-labeling are
shown.

— The aim of the research is determined,
which consists in increasing the accuracy of facial
emotion recognition on the image of a person's face
by developing a method of pseudo-labeling data for
transfer learning of a deep neural network.

— Pseudo-labeling method for solving facial
emotion recognition tasks on the RAF-DB data set,
the convolutional neural network model previously
trained on the ImageNet set was improved.

— Pseudo-labeling method of the RAF-DB set
data was developed for semi-supervised learning of
a convolutional neural network model for the task of
facial emotions recognizing on human images.

— The accuracy of emotion recognition in
human images was analyzed based on the developed
convolutional neural network model and the pseudo-
labeling method of the RAF-DB data set for its
correction.
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precision recall fl-score

0 0.71 0.79 .75

1 0.64 0.34 0.44

2 .51 0.29 0.37

3 0.91 0.86 .88

) 4 0.72 0.71 0.71
5 0.64 0.70 0.67

6 0.66 0.78 e.72

accuracy e.76
b

precision recall fl-score

0 0.77 0.74 .76

1 0.69 0.39 2.50

2 0.51 0.41 2.46

3 0.86 0.92 .89

4 0.76 0.69 0.72

5 0.74 0.64 .68

6 0.71 0.78 .75
accuracy 0.78
c

precision recall fl-score

0 0.76 0.72 0.74
1 0.59 0.4% @.53

) 2 .35 .51 .41

3 0.91 0.87 0.89

4 0.68 0.7° e.73

5 0.69 0.66 0.67

6 9.73 9.66 e.70

accuracy .76
f

Fig. 7. Characteristics of the accuracy of facial emotions recognition in images of people using the
method of pseudo-labeling data on the first (a, b), second (c, d) and third iteration of the

semi-supervised learning (e, f)
Source: compiled by the authors
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— It is shown that the use of the developed
pseudo-labeling method data transfer training of the
MobileNet V1 convolutional neural network model
allowed to increase the accuracy of recognizing
human emotions on images of the RAF-DB dataset
by 2 percent (from 76% to 78%) according to the F1
score. At the same time, taking into account the
significant imbalance of the classes of 7 basic
emotions in the training sample, we have a
significant increase in the accuracy of recognizing
individual representatives of such emotions as

surprised (from 71 to 77%), fearful (from 64 to
69%), sad (from 72 to 76%), angry from (from 64 to
74%), neutral (from 66 to 71% ), the accuracy of
recognizing the emotion of happy, which is the most
common, decreased (from 91 to 86%).
—Pseudo-labeling method can be recommended
for expanding the volume of training sets deep
learning of convolutional neural networks, in order
to overcome such shortcomings of datasets as lack
of data of a certain class, imbalance of classes,
insufficient amount of data for deep learning, etc.
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AHOTALIA

[lokazaHO aKTyaJbHICTH PO3B'S3aHHS 3a/adi PO3Ii3HABAHHSA €MOLIH Ha 300paKCHHI JIOMWHMA TIPH CTBOPEHHI CYyYacHUX
IHTEJIEKTyaIbHUX CHCTEM KOMIT'FOTEPHOTO 30py Ta JIFOJMHO-MAIIMHHOI B3a€MOJIi, OHJIaifH-HABYaHHS Ta eMOLIHOI0 MapKEeTHHTY,
OXOPOHHU 3/I0pPOB’sl Ta KPUMIHANICTHKH, MaumiMHHOI rpadiku Ta irpoBoro iHTenekty. Iloka3aHo BRami NMPUKIATH TEXHOJOTTYHHX
pileHp 3a7a4i po3Mi3HABaHHS eMOLH 3 BUKOPHCTAHHSIM TPaHC()EPHOTo HaBYaHHS TNIMOOKHMX 3TOPTKOBHX HEHPOHHHX MEpex. Ale
BUKOpPHUCTaHHs Takux momyisapHux aatacerTiB sik DISFA, CelebA, AffectNet st riuOokoro HaB4aHHS 3rOPTKOBHX HEHPOHHHX
MepeX He Ja€ XOpPOUIMX pe3yJibTaTiB IO TOYHOCTI pO3Ii3HABAaHHS EMOIiil ToMy, IO Maibke BCi HaBYaldbHI BHOIPKH MalOTh
NPHUHIMIIOBI HEIOJIKH, OB’ A3aHi 3 MOXMOKaMH MPH 1X CTBOPEHHI TaKMMH, SIK BIICYTHICTh JaHHUX MEBHOTO BHY, He30aJIaHCOBaHICTh
KJaciB, Ccy0’€KTHBHICTP Ta 0araTO3HA4HICTh MapKyBaHHSA, HEIOCTAaTHIM s TIMOMHHOTO HaBYaHHS 00’€M IaHWX, TOIIO.
3anporoHOBAHO 3a3Ha4YeHi HEOMIKU MOMYISIPHUX JaTaceTiB AJIs PO3Mi3HABaHHS eMOLiil JoJIaTH 3a paXyHOK JI0J[aBaHHs Y HaBYaJIbHY
BHOIPKY ZI0IaTKOBHX ICEBI0O-MapKOBaHMUX 300paKeHb 3 €MOLSIMU JIIOJUHHU, Ha SKHUX PO3IMi3HABaHHS BiJOYBAETHCS 3 BHCOKOIO
TOYHICTIO. MeTor0 poOOTH € IMiJBHIIEHHS TOYHOCTI PO3IMi3HABAHHS €MOIi Ha 300pakeHH] OO JIFOAWHU 338 PaXyHOK pO3pOOKH
METO/y MCEBIO-MapKyBaHHs Ul TpaHC()EPHOTro HaBYaHHS TIMOOKOT HEHpoHHOI Mepexi. [y NOCSATHEHHS METH BHPILICHO Taki
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3aBIaHHS: CKOpUroBaHo Ha Habopi mannx RAF—DB juis BupimeHHs 3aBiaHb PO3Mi3HABAHHS €MOLIH MOJENb 3TOPTKOBOI HEHPOHHOT
Mepexi, monepeaHs0 HaBueHy Ha Habopi ImageNet 3a momomoroio Meroxy TpaHC(epHOro HaBUAHHSI, PO3POOIICHO METO[ MCEBI0-
MapKyBaHHS JaHuX Habopy RAF—DB i momy-KOHTpOJILOBAaHOTO HAaBUaHHS MOJENI 3rOPTKOBOI HEHpPOHHOI Mepexi aiId 3axadi
poO3mi3HaBaHHA eMOLiil Ha 300pakeHHI JIIOAWHH; MPOAHATI30BaHO TOYHICTH PO3IMi3HABaHHSA €MOL Ha 300paKeHHI JIOAWHHU Ha
OCHOBI pPO3pOOJEHHX MOJENi 3ropTKOBOi HEHPOHHOI Mepexi Ta MeTOAy IICeBIO-MapKyBaHHs maHMX Habopy RAF-DB s ii
KopHuryBaHHs. [lokazaHo, 110 BUKOPHCTaHHS PO3pOONIEHOT0 MeToja ICeBA0-MapKyBaHHS JaHUX TPAHC(EPHOrO HABYAHHA MOJENL
3ropTKoBOi HelpoHHOI Mepexi MobileNet V1 103BONMIO MiJBUIIMTH TOYHICTH PO3IMI3HABAHHS EMOINIH JIIOAWHE Ha 300paKCHHAX
Habopy naHux RAF-DB Ha 2 Bifcotka (3 76% mo 78%) 3a ominkoro F1. Ilpu oMy, BpaxoByIouu CyTTEBY He30aTaHCOBAHICTh
KJaciB 7 OCHOBHHX €MOLIH B TpeHyBaJbHIH BHOOpPLI MaeMO CYTTeBE 30UIBIIECHHA TOYHOCTI PO3Mi3HABAHHA HEYHCICHHHUX
MIPEJICTAaBHUKIB TAKUX eMOIIIH K 30usosanocmi (3 71 1o 77 %), cmpaxy (3 64 1o 69 %), cymy(3 72 no 76 %), snocmi 3 (3 64 no 74
%), netimpanvrocmi (3 66 10 71%), TOUHICTH PO3ITI3HABAHHS €MOLIT wacmsl, O € HAWOLIBII MOIIMPEHO0 3HU3MIACh (3 91 10 86 %)
TakuM 9MHOM, MO’KHA 3pOOUTH BHCHOBOK, IO BUKOPUCTaHHS PO3pOOJICHOTO METO/A ICEBIO-MAapKyBaHHS JA€ TapHI pe3yiIbTaTH B
MOJOJIaHH] TaKUX HENOJIKiB JAaTAceTiB AJs MIMOMHHOTO HAaBYaHHS 3TOPTKOBHX HEHPOHHUX MEpEX SAK BIICYTHICTh JaHUX NEBHOTO
BUJIY, HE30aTaHCOBAHICTh KIIACiB, HEOCTATHII /I TIIMOMHHOTO HaBYaHHs 00’ €M JIaHHX, TOIIO.

KniouoBi cioBa: mceBno-MapKyBaHHS JaHMX; MOJY-KOHTPOJBOBAaHE HaBUaHHSA; TpaHC(epHEe HAaBYaHHS; 3TOPTKOBI HEHpOHi
MepesKi; po3Mmi3HaBaHHs eMOITiil Ha OOIMYYi JIFOHHU
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