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PREDICTING OF SPORTS EVENTS RESULTS

Abstract. Today, the field of betting and bookmaking is popular with a wide range of sports fans. Issues of predicting the
outcome of future events are and will be relevant for everyday life, sports, politics, etc. With the increasing number and quality of
methods of intellectual analysis, the idea of predicting the results of sporting events became feasible. Applying different
mathematical methods helps to obtain more accurate predictions of results than subjective expert estimates. The paper introduces the
concept of betting and describes in general terms the task of bookmaking. The purpose of the study and the tasks that must be
accomplished to achieve the goal are identified. Existing research results of different scientists who have researched this problem
are analyzed. There are four basic principles for predicting the outcome of sports events. Different approaches to the task have been
considered and our own way of solving it has been proposed. Methods such as Poisson distribution, simulation modeling of the
Markov Monte Carlo chain, and many other research methods have been considered. The formulation of the problem is formulated
and the properties of the problem are investigated. A backtesting algorithm was developed and described as a mechanism for
presenting team statistics at any point in time for a particular season to collect sports event data. Correlation analysis for the
selected parameters was shown to show a moderate correlation of data and the use of Google AutoML to identify patterns between
the data was described. The importance of using machine learning to solve this problem is outlined. A system has been developed
that collects event data and calculates statistics for each team at each point of time using the backtesting algorithm. A service has
been developed to create and test the quality of the strategy. The results of experimental studies of task efficiency are presented,
where we conducted experimental sets of strategies with and without adding the result of the AutoML service and for each strategy

the Pearson correlation coefficient was calculated based on the results of two past seasons. The results obtained are analyzed.
Keywords: betting, bookmaking; backtesting; data processing; filtration; structured approach; correlation analysis

Introduction. Today, the concepts of betting
and bookmaking are becoming increasingly popular.
Using a variety of methods, people try to predict the
outcome of future events. To do this, you need to be
able to analyze pre-match statistics.

The word “betting” [1] is derived from the
English word “bet”, which translates to bet. Thus,
betting is betting with the ability to win or lose
money. Betting is always two sides that make a bet.
The first party offers the bet and the second accepts
it. Often the first side is the player and the second is
the bookmaker. But sometimes the bet may not be
taken by the bookie, but by the same player. This
happens on the betting exchange. Both bookmakers
and exchanges earn their daily betting, as they have
a certain “margin” for each event. Margin is a
certain numerical value that adds to the odds
calculated by a bookie. Each factor contains a
margin. Bookmakers put odds on the basis of sports
analytics, but on the stock market it may be more
interesting, because there the players themselves
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choose what odds to bet and take bets on.

Bookmaker is a company that bets on sports
and other events based on the likelihood of their
occurrence [2]. Other events include various cultural
events, movie or TV series finals, as well as
presidential and political elections, and more.

The bookmaker's job is to make a profit after all
bets have been placed. Sometimes the offices try to
simply not get the losses or cut them to a minimum,
but more often than not they are left with a profit.
Bookmakers make a profit by thoroughly analyzing
each betting event, collecting statistics, determining
the strength of the parties and other factors that can
influence the outcome of the event. The bookmaker
then sets the odds according to the analysis so that
any event result will generate a profit. This is
achieved by adding the margin described above to
the probability of each result.

In order to organize the sporting events, it was
decided to collect historical data from twenty
leagues since 2010. A backtesting function was
developed to expand information on each event. The
result of the backtesting function is a characteristic
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of sports strategy. This result characterizes what the
results of the strategy have been in the past, and with
the help of correlating analysis on backtesting of
different seasons, we will be able to predict how the
results of the strategy will move in the future.

Data mining techniques are used to study the
processes of the wide spread nature. With their help
you can solve various problems of data analysis —
forecasting, classification, clustering and more.

In order to make a prediction for a particular
event, it is necessary to take into account the
influence of many factors in the system and external
factors. Also, certain parameters can affect not only
the output but also other parameters. The
unpredictability and non-obviousness of the links on
the system and with each other is a major prediction
problem. With the development of neural networks,
it became possible to take into account all these
parameters and their impact on the result, which also
increased the accuracy of predicting the results of
certain events.

Today, machine learning and neural networks
have begun to be used in many areas of life, due to
their accuracy, convenience and flexibility in
adjusting the automatic adjustment for specific tasks.

The purpose of the study is to simplify the
process of choosing the events to bet on, to improve
the balance statistics of the betting people.

To achieve this purpose it is necessary to
perform the following tasks:

— review the known results of solving the task;

— develop an event data collection process;

— integrate with the service to calculate predictions
for events;

— to develop a backtesting algorithm;

— to develop software implementation of the
backtesting algorithm;

— analyze the results.

Analysis of existing research results

The directions of world research on the above
topic can be divided into the following:

1) the type of data used,

2) prediction phase (that is prediction is made
during the game or before the game or even the
season);

3) the result to be predicted;

4) applied technology.

The type of data used. Most of the data used in
sports is structured data. Most studies use structured
game or player data [3], or structured odds data
based on past odds [4]. However, there are also
studies that use unstructured data, such as sentiment
analysis in tweets [5] or Tumblr posts [6], but they
are not effective in matches with low audience
interest.
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Prediction phase. Studies also vary in the level
of “window” used for prediction. Although some
studies focus on the study of direct data, such as
player trajectories, and the evaluation of player
performances [7; 8], others use the data of the first
half of the game to predict second-half totals. This is
because the bid window is still open during halftime.

The result to be predicted. Different studies
attempt to predict different types of outcomes, such
as the number of goals scored [9; 10; 11], the
outcome of the game directly from a “win-win-
draw” perspective [12], the measurement of the
efficiency or inefficiency of the betting market [13],
the behavior of football players (tipsters). The
research findings are quite narrow-minded, while in
this article we will look at a universal approach for
each type of outcome for forecasting.

Applied technology. Different studies have used
different methods of predicting results. While most
previous studies have used methods of statistics and
different distributions to predict results, such as
Poisson distribution [14], Markov chain iterative
modeling by Monte Carlo method [15] discrete-
choice regression models for win-loss scenarios [10;
11; 13 ]. Recent studies tend to use data sharing
methods such as Naive Bayes [3; 16], Bayesian
belief networks [17], reference vector methods,
neural and genetic optimization, or combinations of
different machine learning algorithms [18].
However, as the study shows, these methods are not
very effective, since the prediction accuracy with
their use varies from 39 % to 59 %.

The issue of predicting sports events is a
constant topic of many research works [19; 20]. In
most works, attempts are made to predict the
absolute magnitudes of athletic achievement by
extrapolating the time series of athletic achievement,
depending on the load parameters during training
and competition at some future time [20].

Another area of research is related to the study
of cyclical changes in results over time and their
chronobiological changes over different lengths of
time. In these studies, the lengths of time are usually
compared with the time stages of many years of
preparation.

Another promising direction of prognosis in
changes in sports results is the study of relatively
short intervals of time, compared with the time of
competition [21].

These studies are especially relevant for sports
related to the display of accuracy and the
performance of the same monotonous actions over
many hours: shooting, golf, darts, bowling, etc.

In [22], the ways of taking into account the
correlation coefficient in determining the probability
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of occurrence (absence) of certain events are
presented. Considering foreign sources devoted to
the issues of taking into account correlation
dependencies in the definition of “weak links” of
systems, we can distinguish the works [23-25].
However, the use of correlation analysis, in betting

itself, to investigate correlation relationships
between random phenomena still  remains
unresolved.

Models and computer programs for predicting
the results of sports games have been developed for
many years. Most of them use stochastic methods of
describing uncertainty: regression and
autoregressive analysis, Bayesian method in
combination with Markov chains and their Monte
Carlo simulation. Features of such models are: quite
high complexity, a large number of assumptions, the
need for a large array of statistics. Moreover, these
models are not always easy to interpret. There are
also models that use neural networks to predict the
outcome of a football match [26].

There are a number of methods that researchers
use to produce the expected result. [27] uses
artificial intelligence methods to create match
predictions. For the most part, this problem is
referred to as a classification problem, where one
class should be provided for the classifier in the
classification task (win, loss or draw). In [28], the
possibility of wusing numerical prediction is
considered, where it is possible to predict the payoff
segment — a numerical value. However, our solution
proposes to follow strategies that have been tested
before in past research. In non-team sports,
researchers use machine learning models to predict
player performance. For example, [29] compares
neural networks and nonlinear regression to predict
the length of the javelin. The purpose of the study
was to determine the ability to effectively use neural
network models as a means of screening athletes and
to compare the results of their work with those
obtained from the commonly used regression model.

In this paper, we will look at the problem of
systemizing information about games and seasons
and finding relationships between them.

Formulation of the problem in general form

There is an array of sporting events. Each event
has its own parameters, such as time and odds for
each party winning. At each time point, the team has
its own parameters, such as the number of matches
played in a draw, lost or won in succession, which
are required for certain strategies.

It is necessary to develop an algorithm for
gathering event data depending on the strategy and
how to check the reliability of the strategy. The
strategy implies a set of factors by which events are
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filtered. These factors can be both the odds of
winning a particular bookmaker side and the average
number of points scored per game, the average or
maximum draws and more.

The result of the strategy is a “pick™, or a
selected event and market that the strategy proposes
to bet on.

The task is to test the strategy created by
analyzing past sporting events. As a result, we must
obtain the value of the correlation between the
seasons we are back-testing, the required minimum
amount of investment and the profit or loss provided
that we adhere to this strategy from some point in
the past. For the sake of accuracy, we will only use
real sports events. And since each strategy filters
sports events differently, the data for each strategy
will be different.

Investigation of the properties of the
problem

E, — a sport event that took place in the past.
Indexes h i a will be used to indicate whether the
team is playing at home or away.

Each sport event has the following options:

t — time of conduct;

Sh, Sq — the number of points earned by teams
playing at home and away respectively;

| — a league that both teams belong to;

T, — team playing at home;

T, —the away team;

0y, — the odds of winning a home team;

0, — the odds of the away team playing;

0,4 — the odds that the teams draw;

st — the amount we put on a certain odds.

In this case, to find out the profit P when
betting on a team playing at home, you must use the
formula:

P:St'Oh.

To fine-tune your strategy, you can specify
additional options for teams. They may include
average points (goals) per game T,,4, current,
average and maximum series of no draws, wins or
losses. We introduce the notation avg to indicate the
middle series, for the maximum, no_draw for no
draws, no_win for not winning and no_lose for not
losing. Then the current version of no-draws for the
team will be indicated as follows: Ty, grqw. Number
of games in the series denoted gty.

The stats of the team after the game to be
played is calculated as follows:

_ Tno_draw_avg ' Tno_d‘raw_qty + Tno_druw
Tnofdrawfavg - T 1 )
no_draw_qty +
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Tho_draw_avg — the average number of no-draws
for the team;

Tho_daraw_qty — the number of games played do
not draw.

The formula can be used for any series. Thus,
you can configure a strategy, such as “winning
time”, the essence of which is that if the team has
not won a number of games in a row, the chance of
winning increases.

The algorithm. We describe the algorithm for
the search for backtesting. The idea behind the
algorithm is to calculate at each step statistics for the
team and the amount of profit or loss, starting from a
certain point in the past [31].

Here is a pseudocode of the backtesting
algorithm:
1 Bxix: E // array of sporting events
2 /l each event carries information
3 /[ about the odds
4 F /I the factors exemplified
5 /l above
6 I” // leagues
7 T" I/ teams
8 Buxia: b // bet on events
9 / according to strategy
10 avg_odds // avarage
11 /l odds
12 roi // return of
13 /I investment
14 // Initialization
15 b =]
16 avg_odds =0

17 /I Events filtering
18 for i:=0 to E.length do
19 if T notincludes E}or E

20 delete

21  endif

22 if I" not includes E}
23 delete

24 endif

25 end

26 for i:=0 to E.length do

27 /[ for each strategy, the bidding
28 /[ algorithm performs

29 /I differently

30 /I b, —what the bet is on

31 // (win/ lose teams)

32 b := PlaceBet(l*,T*F,EY)
33 result == Process(E}, EL, by)
34 ifresult = 'win’

35 outcome = outcome + 0[bp] - st
36 else
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37 outcome = outcome — O, * st
38 endif
39 end

40 eg4ty == b.length

41 for i:=0 to b.length do

42 if b.result = 'win’

43  odds_out := odds_out + b.odd — 1
44  else

45  odds_out := odds_out — 1

46 endif

47 end

48 roi := (odds_out/b.length) - 100
49 for i:=0 to b.length do

50 total_odds := total_odds + b.odd
51 end

52 avg_odds = total_odds/b.length

PlaceBet — a function that checks whether team
statistics at a point in time are consistent with a
strategy.

Team statistics include: how many games were
played in total and away and at home, how many
points were scored for each game in general, as well
as playing away and at home, average goals scored,
and away and away, the number of consecutive
games played at home and away, in which at least
one point was earned for each team, the average
number of consecutive games played, at home and at
least one point for each team, the maximum number
of matches in a row in general, | play and on the
road and at home, which had earned at least one
point for each of the teams, the number of runs for
more than one game in a row all playing on the road
and at home, which had earned at least one point for
each of the teams. Also, the statistics of the team are
the following parameters: the number of consecutive
games in general, playing on the field and at home,
which did not earn at least one point on any team,
the average number of matches in a row, playing on
the field and at home, which did not earn at least
would be one point to any team, the maximum
number of consecutive games played at home and
away, which did not earn at least one point to any
team, the number of series more than one game at a
time, playing at home and away, who didn't make
money, though would be one point to any of the
teams, the number of consecutive games in general,
playing away and away in which the team won and
did not win, and also played in the draw, the average
number of consecutive games in total, playing away
and at home in which the team won won and played
a draw, the maximum number of consecutive
matches played at home and away, in which the
team won and did not win, and also played a draw,
the number of series more than one game in a row,
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playing away and at home, in which the team retired
Ala and not won, and played in a draw.

The strategy has factors that the team and event
must satisfy. The factors correspond to team
statistics and event parameters such as odds, leagues
and teams. So, the factor of the strategy may be, for
example: the event must be within a certain league
and that the team playing on the field at least 2
consecutive times does not lose and the coefficient
for its victory should be at least 2.

Process — a function that returns the result of a
bet on an event: win or lose.

As a result of this algorithm, we get a filtered
list of past events that characterizes the strategy,
showing how its performance has moved in the past,
the percentage of return of investment that is a
characteristic of the strategy. An important result is

the number of events that were found, because the
larger the number of events, then more we can trust
the data. This result can be obtained when factors
too narrow the event search area. If backtesting has
returned few events, then we cannot trust its results
as much as backstaging has returned many events.

Experimental studies of the effectiveness of
the proposed solution

Let’s run experimental strategies with and
without adding AutoML results. We present the
input data for the seasons 2017-2018, 2018-2019
and the current season 2019-2020 years of European
league football matches in Table 1. We will make
experimental choices of strategies and describe their
results in Table 2.

Table 1. Input data for experiments

Characteristic min max avg

Number of events 6231 7523 6930
Number of seasons 3 3 3
Number of leagues 10 14 13

Number of teams 200 280 260

Table 2. The results of the experiments

. With probability values Without probability values
Indicator - -
min avg max min avg max
Pearson coefficient 0.7 0.78 0.85 0.1 0.23 0.6
Number of eventsin | ,oa) | 3367 3723 3420 3782 4521
strategy
Avaradge coefficient 1.08 15 2.5 1.17 2 3
Estimated percentage of 4% 12 % 20 % 20 % 50 5 04
return of investment

Table 2 shows the results of the experimental
strategy selection. There were 2 types of strategies
considered when choosing strategies: with and
without AutoML predictions. This takes into
account the predictions of filtering the event by an
additional parameter: what advantage does
AutoML give to each party. As we can see, the
estimated return of investment is better in
strategies that use the prediction of filtering
events.

282 Information technologies and computer systems

Fig. 1 shows a graph of the backtesting result
for the experimental strategy without filtering the
events by probability from Google AutoML.
Table 3 shows the main characteristics of the
strategy. The balance is calculated on the
condition that $100 was set for each selected
event.

In Fig. 2 shows a graph of the backtesting
result for an experimental strategy without
filtering events by probability from Google
AutoML. Table 4 shows the main characteristics
of the strategy.
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Fig. 1. Graph of a backtesting result for an experimental strategy without using Google AutoML

Table 3. Characteristics of one of the experimental strategies

Percentage of
Number of events return of Balance (':A(\)\é?friz?e%i
investment
2017-2018 2001 1.3 2611 212
2018-2019 1976 -11 -22647 2.15
2019-2020 900 12 10598 2.2
8000
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9 5000
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3
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& .
5 2000 ry.
“ 1000
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Fig. 2. Graph of a backtesting result for an experimental strategy with using Google AutoML
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Table 4. Characteristics of one of the experimental strategies

Percentage of Avaradae
Season Number of events return of Balance adg
. coefficient
investment
2017-2018 1481 5.2 6823 1.7
2018-2019 1446 4 6725 1.5
2019-2020 679 55 3712 1.7

Discussion of results

If we calculate the Pearson correlation
coefficient for strategy balance data without using
AutoML, we can conclude that the linear
relationship between the data exists, but it is not
stable, since its indicator between seasons 2017-
2018 and 2018-2019 is 0.48, between seasons 2018-
2019 and 2019-2020 is 0.34, and between seasons
2017-2018 and 2019-2020 is -0.629. By calculating
the Pearson correlation coefficients for strategy
balance data using the AutoML service, we can
conclude that the linear relationship between them is
and is moderate, since correlation between seasons
2017-2018 and 2018-2019 is 0.73, between seasons
2018-2019 and 2019-2020 coefficient is 0.85 and the
correlation coefficient is 0.92 between 2017-2018
and 2019-2020 seasons. According to experimental
research, we can conclude that adding Google
AutoML significantly improved the correlation
coefficient and that the estimated percentage of
return of investment was consistently positive and
increased by an average of 12 %.

Conclusion

The article discusses an approach to simplifying
the selection of events to bet on and a development
approach that can improve the balance statistics of
betters. The following tasks were performed: known
results of the task were solved, event data collection
process was developed, integration with the Google
AutoML event prediction service was implemented,
pseudocode of the backtesting algorithm was
developed and presented. The results obtained
confirm the effectiveness of the proposed solution.
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IMPOTHO3YBAHHSA PE3YJBTATIB CIHIOPTUBHUX IOJIII

Anomauia. YV cvoeooenni cpepa bemmuncy ma OGyKMeKepCcmea € NONYIAPHOIO V WUPOKO20 KOAA NPUXUIbHUKIE CHOpmY.
Tlumannus npocno3ysanns pesyromamis MauOymHix nooii € i 6y0ymv akmyarbHUMU 051 HOBCAKOEHHO20 HCUMMSL, CHOPMY, NOAIMUKU,
mowo. 3 pocmom Kinbkocmi ma AKocmi Memooie iHmeaeKmyaibHo20 aHaizy cmana 30iliCHEeHHOI0 i0es NPOSHO3YBAHHS Pe3yTbmamis
CROPMUBHUX NOOIU. 3ACMOCY8AHHA PISHUX MAMEMAMUYHUX MemOoOi6 DONOMA2aAc ompumamu Giibui MOYHI NPOSHO3U Pe3yIbmamis,
anidic cyb’ekmueHi npoeHo3u excnepmis. Y pobomi y 3a2anbHOMy 6UA0I ONUCAHO NOHAMMS bemmuHzy ma 3a0ayy OyKmeKepcmeda.
Busnaueno memy oocnioscenns il 3a0aui, siki He0OXIOHO GuUKOHamu 015 docsaehenHs memu. [Ipoananizosano ichyioui pezyivmamu
00CNIOCEHb PIZHUX HAYKOBYIE, SAKI OO0CHIONCYSanu OaHy npobiemamuxy. Budineno ocHoéui womupu 0CHO8U 0151 NPOSHO3Y8AHHS.
pe3yibmamis cnopmusHux nooiil. Poszensnymo pisui nioxoou 0o nocmaeieHoi 3adaui, y momy 4ucii maxi Memoou, siK po3nooil
Ilyaccona, imimayitine moodentosanus memooom Moume-Kapno ma 6azamo iHwux memooie 00cnioxcenus i 0y10 3anponoHO8aAHO
enacHuti cnocib ii po3e’azauna. Chopmynbo8ano noOCManosKy 3a0ayi ma npogedeHo O0CIIOHCeHHs eracmusocmell 3a0auyi. s 36opy
OaHux cnopmueHux Nooill 0OY10 po3poOAEHO Ul ONUCAHO ANROPUMM OeKMeCmiHey, AK MeXAHI3M NpeoCmAaeieHHs CMAamuCmuKy
KOMAHOU 6 OYOb-AKUll MOMEHM 4acy NesHo2o ce30Hy. IIokazano, wo KopersyiiHuil ananiz no 06paHuM Napamempam nokazyeas
nOMIipHY 36 ‘a3anicmb 0anux ma 6yno onucamo sacmocyeanns cucmemu Google AutoML Ons 3Hax00xHceHHA 3aKOHOMIPHOCMI MidC
oanumu. Excnepumenmansho 0o6edeno 6axciusicmy UKOPUCMANHSL CEPBICIB 3 MAWMUHHO20 HAGYAHHA NPU PO36 A3aHHI 0aHOl 3a0ayi.
Pospobaeno cucmemy, saxa 30upae 0aui npo nodii ma 3a 00NOMO02010 ANOPUMMY beKmecminey 00paxo8ye CMamucmuKy O KO#CHOT
KOMAaHOU 6 Kodcern mMomenm uyacy. Pospobreno cepsic 015 cmeopenns il nepesipku Ha sxicmb cmpameeii. Haseoeno pesynomamu
EeKCnepuUMeHmanbHux O00CHiONHCeHb e@eKmusHocmi 3adadi, 0e 0V10 Npogedemo eKcnepuMeHmanvHi niobopu cmpameeitl 3 i 6e3
0odasanus pesyromamy pobomu cepsicy AutoML i 0ns koocnoi cmpameeii Oyno obpaxosano koegiyienm xopenayii Ilipcona no
pe3ynomamam 080X MuHyaum cesoHam. Ilposedeno ananiz ompumanux pe3yaomamie.
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MPOTHO3UPOBAHUE UCXOJ0B CHOPTUBHBIX COBLITUI

Annomayus. B nawu onu cghepa bemmunea u 6yKkMeKepemea seisiemes NONYIsSPHOU Y WUpoKo20 Kpyaa iobumeneil cnopma.
Bonpoc npocrosuposanusi pesynomamos 06yoywux cobvimuii ecmv u 6yOoym axmyanvbHulMu OJi1 NOBCEOHEGHOU JHCU3HU, CHOPMA,
NOAUMUKY U MOMY N000OHoe. C pocmom Konuuecmea u Kawecmed Memoo08 UHMeLIeKmMyaibH020 aHAIU3d, CIAid OCYWecmeumoll
uoesi nPOSHO3UPOBANUsT Pe3YIbmanos CROPMUGHbIX cobvimutl. IIpumenenue pasnudHbIX MAMeMamuiecKux Memooos nomozaem
nonyuums 6ojiee mMoyHvie NPOSHO3bl PE3yIbmamos, Yem CyObeKmueHvle NPo2HO3bl IKCnepmos. B pabome 6 obwem eude onucano
nonamue bemmunea u 3adaua oykmexepcmea. Onpeoenenvl yeau Uccie008aHus U 3a0auu, Komopsie HeoOXo0umo 8blNOIHUMY OJis
docmudicenusi yenu. Ilpoanaiuzupogansl cyujecmayioujue pe3yibmamol UCCIe008AHUL PA3IUYHBIX VYEHbIX, KOMOpble UCCIe008anu
oannylo npoonemamuxy. Beidenenvl cnasnvie uemovipe O0CHOBbL ONisi NPOCHOZUPOBAHUSL DPeE3YTbMAMO8 CHOPMUBHBIX COOLIMUIL
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Paccmompenvl pasnuunvie nooxoo0bl K NOCMAGIEHHOU 3a0ave, 8 MOM YuUCle Makue Memoobvl, Kak pacnpedenenue Ilyaccowa,
UMUmMayuoHHoe mooenuposarue memooom Momme-Kapno u muo2o Opyeux memooos ucciedoganus. Taxoice 6wl npeonodicen
cobcmeennuill cnocod ee peuterus. Copmymupoeano nocCmaro8Ky 3a0ayu u NpoeedeHo ucciedosanue ceolicms sadauu. [na coopa
OGHHBIX CHOPMUBHBIX COObIMUL ObL pa3pabOMan u ONUCAH ATOPUMM OIKMECMUH2A, KAK MEXAHUIM NPeOCmAasnenus, CIamucmuxu
KOMAHObL 8 060U MOMEHIM 8peMeHlU OnpedeiieHHo20 ce30Hd. ITokasano, umo KoppenayuoHHblll AHAIU3 NO 8bIOPAHHBIM Napamempam
NOKA3bIBANL YMEPEHHYIO C6A3aHHOCMb OaHHbIX. bBuino onucano npumenenue cucmemvr Google AutoML 0as  Haxodxcoenus
3aKOHOMEPHOCHU MENCOY OAHHBIMU. DKCNEPUMEHMATLHO OOKA3AHA BAICHOCHb UCHONb306AHUSA CEPEUCO8 U3 MAUUHHO20 00YYeHUs
npu pewteHuu OauHou 3adauu. Pazpabomana cucmema, xomopas cobupaem OaHHble O COOBIMUAX U C HOMOWDBI ANOPUMMA
63Kmecmunea paccuumvléaem CMamucmuky Oas KaniCOOol KOMAHObl 6 Kajcobli Mmomenm epemeHu. Paspaboman cepeuc 0ns
CO30aHUsA U NPoeepKU Ha Kavecmeo cmpamezuu. IIpusedensl pe3yibmamvi IKCHEPUMEHMANBHBIX UCCIE008aAHULL P hekmusHocmu
3a0auu, 20e ObLIU NPOBEOEHbl IKCHEPUMEHMANbHblE HAOOPbl cmpame2uli-Cc U 6e3 006asieHus pe3yivbmama pabomsl cepsuca
AutoML. s kadxcooti cmpamezuu 0bli0 noocyumano rkodgguyuenm roppersyuu Ilupcona no pezyromamam 08YX NPOULTBIX
ce30n08. [Iposeden ananus noiyyeHHoIX pe3yibimamos.
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