Herald of Advanced Information Technology 2020; Vol.3 No.1: 395-405
Intellectual Information Technologies: Neural Networks, Machine Learning, Forecasting

UDK 004.8

Olena O. Arsirii!, Doctor of Technical Sciences, Professor, Head of the Department of Information
Systems, E-mail: e.arsiriy@gmail.com, ORCID: https://orcid.org/0000-0001-8130-9613

Olga S. Manikaeva', Teaching assistant of Information Systems Department,
manikaeva@gmail.com, ORCID: http://orcid.org/0000-0002-0631-8883

Anatolii O. Nikolenko?, Candidate of Technical Sciences, Associate Professor of Information Systems
Department, E-mail: anatolyn@ukr.net, ORCID: https://orcid.org/0000-0002-9849-1797

Oksana Yu. Babilunha!, Candidate of Technical Sciences, Associate Professor of Information Systems
Department, E-mail: babilunga.onpu@gmail.com , ORCID: https://orcid.org/0000-0001-6431-3557
'0dessa National Polytechnic University, Avenue Shevchenko, 1, Odessa, Ukraine, 65044

E-mail:

Heuristic models and methods for application of the kohonen neural
network in the intellectual system of medical-sociological monitoring

Annotation. For increasing the speed of making classification decisions, the possibilities of supervised deep neural networks
training are used in systems of medical and sociological monitoring. But the data obtained during the monitoring process are semi-
structured and -labelled. This greatly reduces speed and increases supervised machine-training error. The paper proposes heuristic
models and methods of using the Kohonen network to increase the training rate on the semi-supervised mode without losing the
accuracy level of data classification in intelligent systems of medical and sociological monitoring. More specifically, proposed tools
include improved models for the presentation of semi-structured and -labelled medical and sociological monitoring data in the
spaces of properties and features due to formalization of procedure of the detailed data aggregation, as well as the semi-supervised
training of the Kohonen network using the method of matching existing pre-labelled data with the obtained labels of features
clusters. In addition, the method of adjusting weight coefficients in the process of training the Kohonen neural network through the
use of a modified genetic algorithm to classify medical and sociological monitoring data was further developed. The proposed
modification of the genetic algorithm consists in using the method of matching labels of classes and clusters in assessment the
adaptability of chromosomes in the population generated for each example from training sample of medical and sociological
monitoring data. It is proposed for evaluating the adaptability of chromosomes to calculate the completeness of the classification as
the ratio of the number of found representatives of the positive class to all representatives of the positive class. When performing
the selection procedure on the basis of the obtained adaptability score, the two most adapted (“winner” and “vice-winner”
chromosomes are selected and crossed, whereas in contrast, the two least adapted (“loser” and “vice-loser””) chromosomes are
deleted. The crossing is implemented as the exchange of genes between the winner and vice-winner chromosomes, taking into
account a randomly selected crossing-over point. Upon mutation, a random number distributed according to a uniform law is added
to each chromosome gene, which is an auxiliary method for creating a new chromosome to prevent degeneration of the population.
The proposed heuristic models and methods are the basis for the implementation of a separate module as part of the intellectual
system of medical and sociological monitoring. Testing the modified intellectual system using well-known test examples from the
machine training database and real medical and sociological data showed an increase in the training speed of the Kohonen network
with a given level of classification accuracy. Thus, the introduction of the proposed tools allows increasing the efficiency of
classification decisions without losing their level of accuracy in intelligent systems of medical and sociological monitoring.
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Introduction. The computational capabilities
of modern computer systems make it possible to
collect, accumulate and analyze data on the state of
public health in the mode of medical sociological
monitoring (MSM). In MSM systems, to increase

characteristics [1-5].
Analysis  of
publications
Studies show that the input data of MSM are usually
semi-structured, as they are quantitative and
collected from different

existing  research  and

sources,

the efficiency of making classification decisions, the
supervised training of deep neural network (DNN) is
used. The creation of such a system is associated
with the need to automate the intellectual activity of
an expert sociologist in the formation of research
hypotheses about the composition of the target
audience and the adoption of a classification
decision about each respondent after processing
guantitative metrics or qualitative assessments of
socio-demographic, medical, psychophysical,
behavioural, geographical, or any other obtained

© Aursirii, O., Manikaeva, O., Nikolenko, A.,
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qualitative,
interpreted using different and not always connected
scales, and often contradict each other. [6-7] In
addition, the process of making classification
decisions based on the processing of large arrays of
semi-structured data requires long-term work of
gualified sociological experts. Therefore, for the
input data of MSM, which are periodically updated
and replenished, obtaining a sufficient number of
such solutions (labels) in manual mode is
impossible. Therefore, in practice, MSM data are
semi-labelled (tagged) [8-9].

To quickly obtain classification decisions in the
processing of such data, semi-supervised training of

This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/deed.uk)

ISSN 2663-0176 (Print)
ISSN 2663-7731 (Online)

Information technologies and computer systems 395



Herald of Advanced Information Technology

2020; Vol.3 No.1: 395-405

Intellectual Information Technologies: Neural Networks, Machine Learning, Forecasting

neural networks is used, which, in addition to data
labelled for training, also uses a relatively large
amount of unlabelled data [9-10]. Studies show that
one of the most common ways to implement a semi-
supervised machine training is to use Kohonen’s
self-training (self-organization) neural network with
a competing layer on unmarked data to be added to
the training set. But in this case, it is necessary to
solve the problem of matching the existing pre-
labelled data with the so-called cluster labels [9-10]
obtained after testing the Kohonen self-organizing
network. In addition, it is known that the self-
organization of neurons in the Kohonen network
occurs according to the WTA algorithm (Winner
Takes All) [10-11], which means that the winner is
the neuron with the smallest Euclidean distance
between the input vector and the vector of its weight
coefficients. And the use of multidimensional and
semi-structured MSM data in the formation of the
training sample significantly reduces the possibility
of quick and successful (in terms of confidence
level) training of the Kohonen network using the
WTA algorithm with gradient optimization. On the
other hand, it is known that when large spaces of
admissible values of the parameters of neural
networks are studied, while the surface of the
training error has a complex relief [11], the usage of
genetic algorithms with their possibility of random
mutation for training neural networks can reduce the
negative impact of erroneous decisions the general
level of classification reliability in the intellectual
system of MSM [12-16].

The purpose and objectives of the research
Thus, to solve the problem of increasing the
efficiency of making classification decisions with a
given level of reliability of the intelligent MSM
system when processing semi-structured and -
labelled data, the development of following models
and methods is essential:

1) models for the presentation of semi-
structured and semi-labelled MSM data in the spaces
of properties and features;

2) method for matching existing pre-labelled
data with cluster labels obtained;

3) method for adjusting weight coefficients
during the training of the Kohonen neural network
using the modified genetic algorithm.

The main research material

1. In previous studies [17-18], the authors
described in detail the results of improving the
model for representing semi-structured and -
labelled MSM data in the spaces of properties and
features, taking into account the values, types,
formats, sources, quality assessments and
aggregation procedures for detailed data depending

on the type of property, which allowed to formalize
the process of creating educational and test samples
to automate the adoption of classification decisions.
We briefly present the following results.

Detailed data Dg, of MSM of R; respondents of
the TA target audience in the m-dimensional space
of properties is proposed to be set using the
following model:

DRi = ({V(p}]l’l}l F}'ISjl Q]IMt])I] = 1Im1 (1)

where: {V,,};,T;, F;, S, Qj, Mt; is the set of discrete
(qualitative or quantitative) values: type, format,
source, quality assessment, procedure for
transforming data of the j-th property, and the
number of respondent’s properties — m s
significantly less than the number of respondents
analyzed — n (m « n).

In a matrix form, the training sample of MSM
data is a set of aggregated data of R; respondents of
the TA target audience and consists of labelled
training set and unlabelled training set AY%" =

Al U AY:
xll s xlq t]1-
AL =&x,Ty=( -~ -~ - ], ),
X11 xlq tlp
X1+11 Xi+1q 2)
U= (x)y=( - ]),
Xn1 Xnq

where: the matrix X is a set of characteristics of the
R; respondents in the g-dimensional space of
characteristics, and the vector T is the finite set of
numbers of classes (names, labels, markers).

It is shown that the creation of the training
sample A, is affected by the subjective decisions of
the respondents, which depend on a hypothesis
previously advanced by an expert sociologist about
the power of many classes |T|, and/or the decision of
the expert sociologist about the respondent's attitude
to a particular class. It has been established that the
process of making such decisions is ambiguous and
time-consuming, requires the intellectual work of an
expert sociologist and depends on the one's
gualifications. Then, in the MSM intelligent system
for constantly updated data, when constructing the
rule a:X - T in the automated mode for making
classification decisions, it is not possible to obtain a
sufficient amount of labelled data Ak.

To classify MSM data with semi-supervised
training, the authors propose first to conduct a
cluster analysis using the Kohonen neural network,
which solves the problem of partitioning the training
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sample A" of MSM data into non-intersecting
clusters from the Z set.
Then the resulting set of clustered data AL ™

has the form:
xll qu Z]]:
] b e
Xn1 e an Zrzi

2. In a previous study by the authors [19-23], it
has been shown in detail that the improvement of the
Kohonen network semi-supervised teaching method
due to the proposed method of matching class and
clusters labels made it possible to obtain additional
labels when creating a training and test sample to
increase the efficiency of further data classification
medical and sociological ~monitoring without
reducing its confidence level.

Given the models for the presentation of semi-
structured and -labelled MSM data (1)-(3), it is
proposed to automate the training process of the
Kohonen network using semi-labelled AY*™ data
using a method that includes the following five
steps: initialization of the Kohonen network, self-
organization of competing neurons layer using the
WTA algorithm, obtaining labels of clusters Z as
elements of the original vector A5¥%™" matching
existing class labels with the labelled part of the
training set A% and with the obtained labels of

AFH™ = (X, Z){

clusters, as well as the final labelling of the
aggregated data of the training set A%, Here is a
more detailed description of the method of matching
class and clusters labels, which requires 4-steps:

Step 1. For all examples i of the marked part A%
of the training set, we form a two-dimensional
histogram D, (square matrix m,k = 1,p) of
pairwise coincidences of the values of the existing
labels of classes T and the obtained labels of the
clusters Z, Dpg = Dy + 1, if z™ = tF, where
m, k = 1,p (Fig. 1).

Step 2. In cycles (row and column), we assign
the value of zeros to the elements of the D,
histogram, leaving only those that satisfy the rule:

* —
mk —

0

e (75222~ 300
The correction of the D,,, histogram is
performed until only one non-zero value remains in
each row and column.
Step 3. We turn the adjusted D, histogram
into the correspondence matrix of the values of class
and clusters labels M, 5, for all examples of the

training sample A% (Fig. 1).

£k
D i
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Fig. 1. Results of the steps of the method for matching class and clusters labels
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Step .4. We correct the vector of cluster labels Z
(3) using the correspondence matrix M), and
make a classification solution for the labelled part of
the training sample in the form:

. X11 e xlq tll le
Ak =(X,T,Z)([ ] Y D )
xiw o Xgl |tP) |2}

and pass it on to the sociologist expert for further
evaluation and interpretation.

The testing of the Kohonen network training
method using the WTA algorithm with gradient
optimization in the training samples of semi-
structured and -labelled MSM data showed that the
automated  decision-making of classification
decisions was more efficient than the manual
decision of an expert sociologist, but the

classification accuracy, especially in cases of similar
classes, is less than 90 %.

Therefore, to increase the level of classification
reliability, it is proposed to use genetic algorithms
with the inherent possibility of random mutation for
training the Kohonen network.

3. Development of a method for adjusting
weight coefficients using a modified genetic
algorithm. To ensure a given level of confidence of
the classification of MSM data, it is proposed to
improve the self-organization stage of the Kohonen
network by using instead of the classical iterative
WTA algorithm a method of matching class and
clusters labels to assess the adaptability of the
chromosome in the population of the genetic
algorithm for each example with the training sample
AT in the form (5) (Fig. 2)

@ng the aggregated data D

v

Y

Stage 1. Initialization of the Kohonen network and the formation of
the initial population

4

Y

Stage 2. Getting the cluster markers R" = (PL {Y"},{Z"})

v

Stage 3. The coordination of markers of classes 7" and clusters Z"

Stage 4. Evaluation of the adaptability of the chromosome in the

population

€ max number of iterations or Tnas
qumber of repetitions obtain?

Is the classification
accuracy value obtain?

Yes

Stage 6. Genetic adjustment of the
Kohonen network weights

v

6.1. Selection

v

6.2. Crossover

v

6.3. Mutation

]

Y

etting the classification decision
as Al

Fig. 2. Method for adjusting weight coefficients in the process of training the Kohonen neural network
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Stage 1. Initialization of the Kohonen network
and the formation of the initial population. In
accordance with the dimensions of the features space
g and the power of the set of classes p, a competing
layer of the Kohonen network is created (Fig. 3) and,
taking into account the values of AY%" (2), the
matrix of weight coefficients W of the neurons of the
competing layer and their displacements B (6).

Input Output
(receptor) layer (computational) layer

#‘4&\
AN

\
I
¢
)
)

(J
i
0
(

W
X
)
i

Fig. 3. Structural model of the Kohonen network

by
1i ) ©

The formation of the initial Pl population
consists in the creation of chromosomes in the
number of N,,.

Each chromosome CHye is a vector of random
real numbers, which corresponds to individual
weighting factors and displacements: CH, =
<W,B>" h=1N,

W11
(W’B> = (

Wiq
Wpq

where: i =1,q,j = 1,p.

CHy = {wly .o wlt, o wly, o wliy, bE, ..., bR} (7)

If we represent CHpy as the set of genes
{91, .-, 9}, where G =p X q+ p is the power of
CHy,, then the population PI looks as follows:

916
]- (8)

InyG

Pl =

CH; [ J11
CHy, Inp1

Stage 2. Getting the cluster markers (labels)
R* = (PL {Y"},{Z"}). For solutions in the form of
cluster labels, the vectors {x;} from the training
sample AY 4™ are sequentially fed to the input of the

competing layer in the form of the population PI (8),
and the response as binary vector {y; j}h,k =

L,n,j=1p,h=1,N,, is calculated for each
chromosome CHj,. The result of the stage is the
output vector {zk]-}h, and the k-element value of

which is assigned the sequence number of the
winner-neuron j of the binary vector {y, j}h.

Thus, with respect to each chromosome
CHyh = 1, N, for a population P we obtain a set of
preliminary solutions in the following form:

X11 horzih
[ [“re
Znp

Xn1
where: X is the set of characteristics of the
respondents R;, Y™ is the binary response matrix of
the competing layer, Z" is the set of cluster labels.

Stage 3. The coordination (matching) of
markers (labels) of classes T and clusters Z" is
performed for each chromosome CH,h =1,N,
according to the developed method (Fig. 1).

Then we get:

R* = (PL{Y"},{z"}) =
X191 [V11

)’

Yip
Xnql Yn1 Ynp

R™ =(PLX,T,{Z"}) =
X11 tll le "
:([ el ) 9)
t ] |z

X11
Stage 4. Evaluation of the adaptability of the
chromosome in the population. In a cycle, based on
the existing labels of the classes T and the matched
markers of the clusters Z", for each chromosome CH,,
we calculate the accuracy of the classification (true
positive rate TPR):

- Xig
X

q

TPRM = 2
TP+FN

100 % , (10)
where: TP are true positive solutions; FN — positive
solutions, classified as negative (Type Il expert error).
[24-25]

Stage 5. Checking the algorithm stop criteria.
The stopping criteria of the algorithm are:

— successful completion of training involves
obtaining the value of classification accuracy and
issuing of the classification decision;

— unsuccessful completion of training is the
exceeding the maximum number of iterations or the
maximum number of repetitions of the value of
“unsatisfactory” classification accuracy on the
differing number of the training epochs — 7000
epochs (Fig. 4a) and 1200 epochs (Fig. 4b), which
means degeneration of the population — the transition
to re-initialization of Kohonen network is performed.

If the stopping criteria are not met, the training
is not completed and we proceed to Stage 6.
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Fig. 4. Examples of population degeneration (a — 7000 training epochs, b — training 1200 epochs;
along the X and Y axes there are the number of the training epoch and TPR values respectively)

Stage 6. Genetic adjustment of the Kohonen
network weights consists of performing classic
selection, crossover, and mutation procedures. When
performing the selection, the population is sorted in
descending order of estimation of the classification
accuracy TPR" obtained for each chromosome CH,.
For further crossing, we determine the winner CH;"
and the vice winner CHZ" by the criteria of
classification accuracy, and CH}(,; _1 (vice loser) and

CH}Vp (loser) for subsequent removal last ones from

the population. To perform the crossing operation, a
crossover point is determining which randomly
divides the chromosome into two parts and provides
the exchange of the chromosome genes. In our case,
the new chromosome CH}Vp (loser) will consist of the
first part of the genes CH;” and the second part of the
CHy chromosome genes, and the new chromosome
CH}\’,; _1, Vice versa, of the second part of the genes

CHY’ and the first part of the genes CH} . (Fig. 5).
Mutation procedure is an auxiliary method for
creating a new chromosome. To each gene of
chromosome CH,, there is added a random number
distributed according to a uniform law:

CH'®" = CHy +
+rand(—0,05 max(CHy),+0,05 max(CHy)). (11)

Thus, a new PI™" population is formed, which
then passed as input data to perform the actions of
Stage 2.

The results of testing the proposed method for
adjusting weighting coefficients using a modified
genetic algorithm on a training set, generated from
the data of the classical “Fisher's Iris” problem, are
shown in Fig. 6. It is known that classes 2 and 3
intersect, and the reliability of their classification
exceeds 95 % and 90 %.

Crossover point

CHY —| gu || 8ig || 816 |™ 9u Gug | | 8¢ [ | Ju [ | Fug | | Hue
CH—| goy || 829 || 52 |> =1 Jog | | 3 [T Gz || Hzg || Fe
Gy | | Frg || The Gy | | Frg | | Hhe
o —
CHN:—l G| | Owy-1g| ™ | Ow,-LG B Gy | | Fug |t | Hzs
I
CH-"": L Ow,g Ow s —* g | | Fzg | | Jue

Fig. 5. The crossing operator procedure
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Fig. 6. The result of testing the method for adjusting the weight coefficients of the Kohonen network using a
modified genetic algorithm
(a — TPR; b —training diagram)

Table 1 shows the comparative results on the
efficiency and accuracy of making classification
decisions according to the two proposed methods for
adjusting the weight coefficients of the Kohonen
network in the form of modified WTA algorithms

with gradient optimization and a modified genetic
algorithm  (GA). When implementing these
algorithms, the method of matching existing pre-
labelled data with the obtained cluster labels was
used.

Table 1 Efficiency of training the Kohonen network and the accuracy of classification

Efficiency of training an_d the accuracy of WTA GA
classification
The accuracy of Training 88,96 % 94,99 %
classification Testing 81,08 % 86,06 %
The number of iterations in the training of each 2650 350
feature
Time of workin Training 00:25:41 00:21:27
g Testing 00:17:22 00:15:13
Fig. 7 shows the results of calculations of the The results indicate an increase in the

classification accuracy according to the data of
medical and sociological monitoring, obtained in a
study of 1143 respondents on 114 factors within the
topic “Ukraine — lifestyle” [26]

1 0.97

0.91
0.9
0.8
0.7 0.69
s 1N
a b c d

Fig. 7. The accuracy of the classification

classification reliability in the automated mode by
57 % (a) as compared to the manual mode,
according to the respondent’s own decision — 69 %
(b) and according to the decision of an expert
sociologist, as well as with the automated mode
based on the Kohonen network training using the
WTA algorithm by 91 % (c), and according to the
modified genetic algorithm by 97 % (d).

Conclusions. The heuristic models and
methods proposed in the study were used to develop
the intellectual MSM system, which consists of four
subsystems: generating research hypotheses on the
composition of the target audience (social
environment), preparing and storing MSM data,
making classification decisions for
confirmation/refutation the research hypotheses, and
interpretation/assessment of the classification results
obtained. [17-23; 26].
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The basis for the development of subsystems
for the preparation and storage of MSM data
includes models for the presentation of semi-
structured and -labelled MSM data in the spaces of
properties and features, taking into account the
values, types, formats, sources, quality assessments
and aggregation procedures as applied to the features
of detailed data, which allowed to formalize the
process of creating an training and testing samples
for further use of the Kohonen network.

The creation of a classification decision making
subsystem for confirming or refuting hypotheses for
studying MSM data was based on machine training
of the Kohonen network, which was implemented
using two developed methods: matching existing
pre-labelled data with obtained cluster labels and
adjusting weight coefficients in the process of
training the Kohonen neural network by using
modified genetic algorithm.

The research results indicate that the use of the
heuristic method of adjusting weight coefficients
allows increasing the learning speed of the Kohonen
network by 16-20 % while maintaining the specified
level of classification accuracy in the context of the
data from machine training archives, depending on
the power of the sample. At the same time, the
classification accuracy level increased by 6 % in the
training sample and by 5 % in the test one [27].
Testing on MSM data showed that the use of the
heuristic method for adjusting the weight
coefficients of the Kohonen network using a
modified genetic algorithm with a training sample of
1200 examples allows increasing the learning speed
by 16 % and the classification accuracy by 6 %
compared to using the modified WTA algorithm.
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EBPICTUYHI MOJIEJII TA METO/H 3ACTOCYBAHHSI HEMPOHHOI
MEPEKI KOXOHEHA B IHTEJIEKTYAJIbHIA CUCTEMI
MEJUKO-COOIOJOI'TYHOI'O MOHITOPHUHIY

Anomayia. B cucmemax MeOUKO-COYIONO2iUHO20 ~ MOHIMOpUHZY OnA  30iNbUUEHHA — ONepamusHOCMi  NPULHAMMA
KIACUpIikayiihux piieHb GUKOPUCTOBYIOMb MONCTUBOCIE HAGUAHHA 2AUOUHHUX HEUPOHHUX 3i euumenem. Ane OauHi, wo
HAKONUYYIOMbCA 6 Npoyeci MOHIMOPUH2Y € ClabKo CMpYKMyposaHumu ma mapkosanumu. Lle 3nauno smudicye weuokicmv ma
nIOBUWYE NOMUTIKY MAWUHHO20 HABYUAHHA 3i euumenem. B pobomi sanpononosani espucmuyni mooeni ma memoou 3acmocy8anHs.
mepedci Koxonena onsi 36invuients wieuoKocmi HAGYAHHS 3 YACHMIKOBUM 3AIVYEHHAM uumens 6e3 empamu pieHs 00CMOGIPHOCHII
Kaacuixayii OanHux 8 IHMeNeKMYarbHUX CUCTEMAX MeOUKOo-COYionociuHo20 MoHimopunzy. A came yOockouanewi mooeiui
npeocmasnents CiabKko CMpPYKMypo8aHux ma MAapKOBAHUX OGHUX MeOUKO-COYION02IUNHO20 MOHIMOPUHEY 6 HNpOCMOpAax
61aCMUSOCmell ma 03HAK 34 PAXYHOK hopmanizayii npoyedypu azpezayii 0emanizo8anux OAHUX, a Mako;c Memoo HAGUAHHI MePeXCi
Koxonena 3 uacmkogum 3anyueHHAM UUMENs 3 GUKOPUCHAHHAM MEMOOY V3200HCEHHS HASAGHUX NONEPEOHbO MAPKOBAHUX OAHUX 13
OMPUMAHUMU MapKepamy Kiacmepig o3nak. Kpim mozo ompumas nooansuiutl po3eumox mMemoo KopezysanHs 6az06Ux KoeQiyicnmis
6 npoyeci HaguanHs HeupoHHOi mepedici Koxonena 3a paxynoKk 6UKOPUCMAHHA MOOUDIKOBAHO20 2EHEMUUHO20 AN2OPUMMY OJis
Kaacugixayii - 0anux Meouxo-coyionociuHoc0 MOHIMOPUHZY. 3anponoHO8aHa MOOUQIKAYis 2eHeMmUYHO20 ANOPUMMY NOA2AE Y
BUKOPUCTNAHHI MemOOy Y3200JCeHH sl MaApKepie KIacie ma Kiacmepie npu po3paxyeanHi OYIHKU MPUCOCOBAHOCMI XPOMOCOM 8
nonynayii, sika eeHepyemvcsi O KOJICHO20 NPUKIAOY i3 HAGYANLHOI GUOIPKU OAHUX MEOUKO-COYION02iuH020 MOHImopuney. [l
OYIHKU NPUCTOCOBAHOCHI  XPOMOCOM 3GNPONOHOBAHO PO3PAXO8Y8AmU NOBHOMY Klacugixayii, sK 6IOHOWIeHHs KIIbKOCHI
npeoCmAasHUKI6 NO3UMUEHO20 KIACY, AKUX 3HAUOEHO 00 YCIX NpedCmAagHUKie nosumueno2o kuacy. Ilpu euxonanmi npoyeoypu
cenexyii Ha 0CHOBI OMPUMAHOL OYIHKU NPUCMOCOBAHOCTE 0OUPAEMbCSL NO 08 HAUDINbUL («NEpeModicelby Ma «8iye-nepemodiceysby)
NPUCOCOBAHI  XPOMOCOMU, AKI CXPEWYIOmbCa Ma HAUMeHul («1y3epy ma «siye-1y3ep») NPUCMOCO8aHi XpPOMOCOMU  AKi
suoansiomocsi. CXpewysants peanizoeano AK OOMIH 2eHAMU MIdHC XPOMOCOMAMU «NepemModiceyby ma «8iye-nepemostceyby 3
8PAXYBAHHAM 8UNAOKOBO 0OpaHOi mouku Kpocuneosepy. Ilpu mymayii 00 KOHCHO20 2eHy XpoMOCOMU 000AEMbCA BUNAOKO8E HUCTO,
PO3N0OINeHe 3a DIGHOMIDHUM 3AKOHOM, WO € OONOMIJICHUM MemoOoM Ol CMBOPEHHsI HOBOI XpomMocoMu Osi 3anobicanms
6UpoOdIcentsi nonyasayii. 3anpononosani espucmuyHi MoOeni ma Memoou € OCHOBOIO Ol peani3ayii OKpemo2o Mooyisi y CKiaoi
IHmMeneKmyanvhoi  cucmemu MeouKo-coyionociuno2o Mouimopumey. Anpobayis moougikosanoi inmenexmyanvbhol cucmemu Ha
BI0OMUX MeECMOBUX NPUKIAoax i3 0asu OaHux MAWUHHO20 HABUAHHA MA PEANbHUX MeOUKO-COYION0IYHUX OaHUX NnoKasand
nioguuyeHHs1 WeUoKocmi nasuamnns mepedici Koxonena iz 3abe3neqyenusm 3a0aH020 pigHs O0CMOGIPHOCHI KiACUDIKayii.

Knrouosi cnosa: mneiiponni mepexci Koxonena; cenemuuni aneopummu Ons HAGUAHHS HEUPOHHUX MeEPEdC; MeOUKo-
COYIONO2TUHULL MOHIMOPUHZ
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IBPUCTUYECKHUE MOJEJIA U METO/1bl IPUMEHEHMUSI HEMPOHHOU
CETH KOXOHEHA B UHTEJUVIEKTYAJIBHOU CUCTEME
MEJUKO-COIIUOJOIMYECKOI'O MOHUTOPUHI' A

Annomauyua. B cucmemax meduxo-coyuonocuueckozo MOHUMOpUHea ONsd  YGeludeHus OnepamueHOCMU NPUHAMUA
KIACCUDUKAYUOHHBIX PEUeHUtl UCHOTb3YIOM B03MONCHOCTIU 00YYeHUs 2YOUHHBIX HeUpOHHbIX ¢ yuumenem. Ho Oauuvle, Komopowie
HAKanIueaiomesi, 8 npoyecce MOHUMOPUH2A ABTAIOMCA CAAO0 CMPYKMYPUPOSAHHBIMU U MAPKUPOBAHHBIMU. DMO 3HAUUMENLHO
CHUICAem CKOPOCmb U NOGblaem OwubKY MAWUHHO20 00yuenus ¢ yuumenem. B pabome npeonoscenvl 38pucmuieckue Mooeu u
Memoobl npumenenus cemu Koxowena Ons ysenuuenus cKOpocmu 0OVUeHUs C Y4ACMUYHbIM Npugiederuem yuumeis Oe3 nomepu
YPO8HA 00CMOBEPHOCMU KNACCUDUKAYUU OAHHBIX 68 UHMENNEKMYAIbHbIX CUCEMAX MeOUKO-COYUONOULEeCK020 MOHUmMopunea. A
UMEHHO YCOBEPUEHCBOBAHNbIE MOOeIU NpPeoCmasieHs c1abo CMmpyKmypupo8aHHuiX U MAPKUPOBAHHBIX OGHHLIX MeOUKo-
COYUON02UHECKO20 MOHUMOPUHeA 6 NPOCMPAHCMBAX CGOUCME U NPUIHAKOS 3a Ccuem @opmanusayuu npoyedypsbl azpeayuu
0emanu3upoBanHblx OAHHLIX, d MakKice memoo obyuenus cemu Koxonena c yacmuunsim npusneyenuem yuumens ¢ UCHONb30BAHUEM
Memooa Co2naco8aHus UMEIWUXCA npedsapumenbHo MapkupoBanHblx OaHHbIX C NOIYYEHHLIMU MAPKEPaMU K1acmepos NPusHaKos.
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Kpome moeo nonyuun oanvhetiwiee pazgumue mMenmood KOPPeKmuposKl 6eCO8biX Kodghduyuenmos 6 npoyecce 00yyenus HeUpoHHOU
cemu KoxoHena 3a cuem ucnonv3o8anusi MOOUGUYUPOBAHHOLO 2EHEMUYECKO20 AN20pUmMa Ol K1acCUupurayuu OaHHbIX MeOUuKo-
COYUONO2UHECK020 MOHUMOpUHea. TIpednodcennas MOOUPUKAYUS 2EHEMUUECKO20 ANOPUMMA 3AKTIOYAEMCs 8 UCNONb308AHUU
Memooda co2Naco8aHus MApkepos KIaccos U KIdcmepos npu pacyeme OYeHKU NPUCROCOONEHHOCHIU XPOMOCOM 8 RORYIAYUU, KOMOpas
2eHepupyemcs Ol Kaxic0oe0 npumepa ¢ odyuarowell 6bl00pKU OAHHBIX MeOUKO-COYUOLOSUYECKO20 MOHUmMopuHea. s oyenku
NPUCNOCOONIEHHOCIU XPOMOCOM NPEONIONCEHO PACCHUMbIEAMb NOIHONY KIACCUDUKAYUL, KAK OMHOULEHUEe YUCIa npedcmagumeneti
NONOACUMENILHOLO KIACCA, KOMOPble HAUOEHO KO 8CeM NPe0Ccmasumensim NoIOAICUMeNbHo20 Kiaccd. Tlpu evinoninenuu npoyedypul
CceneKyuly Ha OCHOBe NOJYHEeHHOU OYeHKU NPUCNOCOONIeHHOCIU U30upaemcs no 0se Hauboee («nobedumenvy u «8uye-nooeoumenvy)
NPUCNOCOOIEHHbIE XPOMOCOMbL, KOMOPble CKPEWUBAIOMCS U HAUMEHee ((1y3epy» U «8Uuye-i1y3ep») NpUcnocobienHble XpoMoCoMbl
xomopule yoansromes. Ckpewusanue peaiuzo8ano KaKk 00MeH 2eHamu Mexncoy XPOMOCOMAMU «noOedumenvy U «guye-nodeoumeisy
€ YUemom CYHaiiHoO 8blOPAHHOU MOYKU KPOCCUH206epa. TIpu Mymayuu K Kaxcoomy 2eHy XpoMocombl 000a8Isemcs CLyuaiHoe Yucio,
pacnpedenenHoe no PAGHOMEPHOMY 30KOHY, 4MO SGIAEMCs 6CNOMOLAMENbHbIM MEMOOOM Ol CO30AHUSL HOBOU XPOMOCOMbL OISl
npedomepaujeHust BbIPodCOeHUss nonyasyuu. IIpednodicennvie d6pucmudeckue MoOeiu U Memoobl SAGNAIMCSE OCHOBOU Oisl
peanuzayuy omoenbHO20 MOOYIsL 8 COCMAGe UHMELIEKMYWIbHOU CUCEMbl MEOUKO-COYUOLOSUUECK020 MOHUmMopuned. Anpobayus
MOOUDUYUPOBAHHOT UHMEILEKMYATILHOU CUCTEMbL HA U3GECTNHBIX MECMOBbIX NPUMEPAX, U3 OA3bl OAHHIX MAUUHHO20 0OVYEHUs U
DEabHbIX  MEeOUKO-COYUONIOSUHECKUX OAHHbIX, NOKA3AAd NosblueHue ckopocmu obyuenus cemu Koxonena c obecneuenuem
3A0aHHO20 YPOBHS OOCMOBEPHOCMU KAACCUDUKAYUU.

Knrouesvie cnosa: weiponnvie cemu Koxowena; ceHemuueckue aneopummvl Olsi OOVUEHUs. HEUPOHHBIX Cemeil; MeouKo-
COYUONOUYECKUIL MOHUMOPUH2
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