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DEVELOPMENT OF SCIENTIFIC-METHODOLOGICAL APPROACHES OF
MACHINE LEARNING APPLICATION IN
BIOSIGNALS PROCESSING

Annotation. Current state and future perspectives of machine learning usage in the computer bioinformatics systems are
analyzed in the article. It is shown that heterogeneousness of data and wide range of bioinformatics tasks influenced the development
of the specialized solutions for each separate domain or application. This complicates the possibility to compare effectiveness of
certain methods as well as usage of the best variants for the system design for the new tasks. Research results are presented, which
are related to the development of principles for the design of the biosignal computer processing systems involving the machine
learning. The expediency of separation the system levels within the process of biosignals processing is reasoned, and their functions
are outlined. Innovativeness of the suggested approach lies in separation of the function of lower, middle and upper levels from
methods with the help of which they are realized, as well as from the implementation variants for these methods based on the
hardware and software components. It is highlighted that the middle system level is significantly invariable both in regards to the
task to be solved and to the biosignal type. At the same time the upper level is specific as to the task, and the lower level is specific as
to the type of biosignal. Distinct outlining of functions for each system level and the inter level interfaces opens prospectives for
structuring information during the analysis of the known decisions, which simplifies the analysis and comparison of the effectiveness
of these solutions. Design process of the computer system for the specific tasks gets simplified and potentially quickens due to the
possibility of transferring the best results between the related tasks. On the basis of the developed three system levels concept the
range of tasks related to machine learning application and biosignal processing on all the system levels was studied and analyzed.

Keywords: bioinformatics; biosignal computer analysis; machine learning; system levels of the biosignal processing; inter
level interfaces
Traditional methods of biosignal processing

include both performances of the formal and
informal procedures. Formal methods are realized by
the analog and digital means and foresee aquisition,
conditioning, analog-to-digital transformation, and
later a number of the specific transformations aimed
at detection of the informative (diagnostic) features
[6-7]. The final processing stage is complicated and
cannot be formalized, as by its nature it is related
with the analysis and interpretation of the research
result on the basis of the detected informative
features and is traditionally executed by a human
expert [1].

However, the analysis of even the denoised
biosignals containing the relevant information is not

Introduction.  Biosignals carry valuable
information, and for more than a hundred years they
have been used in medical diagnostics. Development
of microelectronics and computer technologies
positively influenced the characteristics
improvement in medical diagnostics. This favored
the growth of domains and tasks, where biosignal
analysis discloses new possibilities. Currently
various hardware is available for registration and
processing of dozens of biosignals aimed to solve of
different bioinformatics tasks. Among such tasks the
most popular ones include 24-hour clinic
monitoring, biometric identification and
authentication, control of the psycho-emotional
states and reactions of the person, direct interaction

of the human with the technical means through the
‘brain-computer’ interface and bioengineering for
neuro-rehabilitation [1-5].

© Khoma, Y., Szmajda, M., Pelc, M., 2020

always an easy task for a doctor. Some types of
biosignals, for example electromyography one, is
too complicated for the visual analysis by a human.
Biosignals are also variable by nature, which can
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produce subjective divergences of the analysis
results executed by different doctors [1]. These
factors define the need not only to improve the
hardware, but also to develop new methods for the
objective biosignal analysis using not only the
formal processing algorithms, but also heuristic
approaches based on the machine learning
technologies providing the intellectual analysis of
biosignals [8-9].

Literature review. Today there exists a great
interest in the machine learning application in the
healthcare [9-10] for the analysis of the electronic
medical records [11], medical diagnostics [12] and
many other domains of bioinformatics, including
affective informatics and biometrics [3; 6]. Tasks
related to the biosignals processing treat the
machine learning as a technology which is, first of
all, applied towards the intellectual analysis and the
results interpretation, thus, used on the final stage
[1; 6]. However, the recent researches showed that
profit from the machine Ilearning algorithms
becomes more significant on all the previous stages
of the biosignals transformation, where the
efficiency of the traditional methods of the digital
processing is limited. This also encourages the
development of the intellectual methodologies of
biosignal processing [13-15].

During the last hundred years there have
appeared hundreds of publications containing the
description of systems, methodologies of the
research execution and analysis of their results,
which relate to the dozens of the specific tasks in
the domain of bioinformatics. Development of the
specialized solutions for obtaining of the biomedical
values, absence of the common formalized
approaches complicate knowledge and metho-
dologies transfer from one domain into another,
especially what concerns the bioinformatics
systems. Existing publications contain description
of biosignal processing pipelines in the form of the
sequence of stages, presentation of the signal and
data transformation and analysis methods applied
on each stage, as well as implementation examples
[6; 14; 16-18].

However, even the publications dedicated to
the solution of one and the same task via the
processing of the same biosignal contain different
number and names of the stages. For example, work
[16] used only 4 stages while working with the ECG
signal in the biometric systems, and the work [18]

has twice as much stage because of the additional
details. Sometimes the researches use records from
the pre-collected biosignal databases, so they do not
contain the stages of acquisition and registration [6],
and some publications do not even have the stages
related with the biosignal conditioning [19].
Variability of the research results presented in the
publications grows due to detailed treatment of
stages suggested for biosignal computer processing.

Currently there is a need to solve many
different tasks, which are based on the computer
processing of dozens of different, sometimes
interconnected, biosignals [20-22]. This variety
additionally  increases because of different
conditions (stand-alone or mobile applications) and
the specific scenarios of biometric systems usage
(not only the one time measurements, but also the
continuous monitoring at fixed location [20],
remote [23], with the wearable equipment [22; 24]).
This directly influences the ways in which the
suggested methods are implemented and the
constructive design of the separate system modules,
for example, variants related to with the cloud
computing, ‘stand-alone’, ‘wearable’ application or
others [20; 22; 25].

Many of these researches describe the specific
solutions in the form of the monolith structure [24-
25]. This complicates the possibility to compare
effectiveness of separate methods and use the best
variants for system design for the new tasks. Thus,
there has appeared the need to structure the
knowledge in the subject area related to the
biosignal computer processing and formalization of
the approaches to the design of the bioinformatics
systems.

The purpose of the article

The goal of the current research is to present
the three system level concept for computer
processing of the biosignals. In the basis of the
approach proposed lies the idea of the distinct
separation of functions inhered to system levels
from the methods and means applied for the
realization of such functions. Such separation will
become the ground for knowledge structuring in the
subject area, enable comparing and evaluation of
the efficiency for different methods, help to choose
better decisions on the stage of bioinformatics
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systems design for the certain tasks, considering the
conditions and scenarios of their usage.

To achieve this goal the following tasks are to
be solved:

1. Reason the expediency of system levels
separation in the biosignal processing flow.

2. Outline the functions of the lower, middle
and the upper levels.

3. Analyze the possibility and provide
examples of machine learning algorithms
application on each of the system levels.

Main part. Challenges of the modern
bioinformatics and perspectives of the machine
learning application

Review and analysis of the publications from
the recent years allow to point onto the problematic
aspects in the bioinformatics, and namely the ones
concerning application of the machine learning
technologies.

There are many different biosignals, moreover
using their synergy (co-processing) due to over-
additive effect allows to increase the accuracy and
reliability of the results obtained from execution of
one definite task. Such an approach (Fig. 1a) in a
modern bioinformatics was named as sensor fusion
[26]. Example of the practical application of the
synergetic approach is the polygraph (lie detector).
In order to improve the trustworthiness of the test
results the multichannel measurements of the
interconnected ECG, EEG, PPG and some other
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signals are used, which reflect the corresponding
psycho-emotional reactions of the person onto the
questions asked. In order to realize the synergetic
approach it is necessary to maximally unify the
measuring transformations, first of all in the input
analog circuits of the measuring channel, as the
measuring transformations of each biosignal appear
to be rather specific [7; 24].

Currently the need of practice sets demand,
which is a bit controversial as for the synergy,
namely — processing of one type of biosignal
oriented onto solution of several different
problematic tasks of the bioinformatics (Fig. 1b).
For example, via the processing of corresponding
electrocardiogram the versatile tasks are solved —
medical diagnostics (disease detection), biometrics
(person identification) and clinic monitoring (24-
hour monitoring of the heart performance).

By contrast with the synergetic approach, the
stress of the problem solving in the multi-purpose
variant is shifted from the lowest system level (input
circuits of the biosignal sensors) to the highest level
of the computer processing system, thus, it relates to
distinguishing of the informative features, analysis
and interpretation of the research results. That is
why in order to realize the multipurpose approach it
is important to secure the flexibility of the system
reconfiguration from solving one task to another.
For this purpose the wide application of the machine
learning technologies looks promising.

MultiTask |

|
One »
Biosignal

Clinical
Monitoring

Biometrics

Medical
Diagnostics
b

Different
Tasks

Fig. 1. Controversial approaches to the biosignal processing:
a — synergetic; b — multipurpose
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The common peculiarity of all the biosignals
include low level, their variability and specific
distortions of the biologic origin, which can
conditionally be divided into three types -
interference, shielding, natural variability of the
measuring biological parameter. Frequency band of
obstacles and distortions is often overlapping with
the frequency band of the informative components
of the biosignal [6; 17; 27]. Of course, these factors
significantly complicate the flow of the biosignal
computer processing, and effectiveness of the
traditional methods of the digital signal processing,
based on the formal models, is rather limited. That is
why the search of the new approaches to provide the
invariance of the biosignals measuring trans-
formations to the influence of the disturbing factors
continues, first of all the ones based on the machine
learning technologies [28-29]. It is important to
stress, that the final stage of the biosignal processing
related to the analysis and the interpretation of the
results is difficult or even impossible to formalize.

However, apart from the mentioned barriers,
currently in the domain of the biosignal computer
processing has appeared such a powerful driving
technology as machine learning, especially deep
learning, which relies on the neural networks and
provides unbelievable advancement in the similar
tasks, which are difficult to formalize. This is
confirmed by the fact that the similar algorithms are
successfully applied for the analysis in other
domains: images, sound/speech, text/language,
therefore, to the data of very versatile nature,
complexity and structure.

Table 1 provides the comparison of several
key aspects, characteristic for the digital processing
of signals and machine learning.

However, apart from the potential advantages,
usage of the machine learning on the practice also
presents the specific demands, which, up till the
moment they are solved, create multiple problems
for usage of the machine learning in bioinformatics.
For example, it relates to synthesis of the neural
network architecture adequate to the character of the
analyzed data (in our case — biosignals), as well as
choice of the optimal hyper-parameters of this
network. Another problem is related to the need of

big amounts of the relative data, received during the
experiment from the real objects. Exactly that data is
the basis for adjustment of the machine learning
models on the training stage for this or that applied
task.

Currently the machine learning is applied
mostly on the final stage related to the interpretation
of the experiment results. There are many researches
directed onto usage of the machine learning in the
medical diagnostics to support the decision making
system of the functional diagnostic doctor. Similarly
there are a lot of publications on the topic of the
machine learning application in the biometric
systems, affective computing and other domains of
the bioinformatics. However, the machine learning
in the similar researches performs the classification
function based on the distinguished (with the help of
the formal procedures) informative features. There is
no complex research related to the search of the
way to use the machine learning on different stages
of the computer processing of biosignals, where the
traditional formal methods are insufficient.

Development of the scientific-
methodological approaches to application of the
machine learning in bioinformatics

The final goal of transformation and
processing of biosignals in the computer
bioinformatics system is to obtain the necessary
information in the form of the certain biomedical
parameters and interpret them within the context of
information from the knowledge base. There are
many different types of biosignals, by processing of
which different tasks both in the domain of medical
diagnostics and other domains of bioinformatics are
solved.

Fig. 2 presents the hypothetical toolset (in the
form of certain methods and means) with the help
of which the desirable scenarios where one type of
the biosignal is applied for the solution of several
bioinformatics tasks are realized, or otherwise —
one and the same task is solved via application of
different biosignals. As was provided above, the
synergy, namely merging of several biosignal
processing methods, may be used for the formation
of the integral biomedical values and increase of
the authenticity of the experiment results.

Table 1. Comparison of technologies of the digital signal processing and the machine learning

Technology Models Basis Advantages Disadvantages
Digital signal Known Effective Limited effectiveness for
processing Formal dependencies implementation biosignals
between variables
Machine learning Fuzzy Experimental data Heuristicity Need of big data

386

Information technologies and computer systems

ISSN 2663-0176 (Print)
ISSN 2663-7731 (Online)



Herald of Advanced Information Technology

2020; Vol.3 No.1: 383-394

Intellectual Information Technologies: Neural Networks, Machine Learning, Forecasting

RSN

Methods and Tools
of Biosignal Processing

Medical Diagnostics)

i

Clinic Monitoring

)
)

Affective Computing

Human-Machine

Interaction )

Rehabilitation
Engineering

%%MMM

Fig. 2. Relations between biosignals and bioinformatics tasks

From the other side there exists a
multipurpose (problem oriented) approach which
provides the possibility to solve several different
tasks of bioinformatics with the help of the
corresponding processing of one biosignal type.
Nevertheless, even within one application, which
is to be the medical diagnostics, processing of the
ECG-records is used to perform the research
aimed at detection of different heart performance
anomalies [19]. Apart from this,
electrocardiogram may be also used to identify the
person [6]. Due to the partial overlap of the
transformation pipelines and processing of signals
and data (Fig. 2) the question of hardware and
software  aggregation  for the  effective
development of the computer measuring system
naturally arises (considering the expenses and
time spent necessary for the obtaining of the
result).

Analysis of the references allows stating
that within the structure of the designed biometric
systems the authors outline separate structure
elements, aligning their functions with the
separate stages of the biosignal processing, where
certain signal transformation and analysis methods
are used. Yet, unfortunately, there is no generally

accepted approaches to the division of these stages
and their functions are not distinctly outlined. This
complicates the possibility to compare different
methods based on their accuracy and computing
capacity. That is why, as was stated above, there
is a need to structure and systemize the knowledge
relating to the biosignal processing. It is important
to choose the best solutions during the design of
the computer system for the specific task and
considering the conditions and certain usage
scenarios.

Generalizing the known methods of the
biomedical researches the author considers it
reasonable to distinguish three system levels and
define inter level interfaces as provided on Fig. 3.
Apart from this, it is offered to separate the
system functions from methods (e.g. methods of
bioimpedance into voltage transformation,
ejection  detection, distinguishing of the
informative signals, etc.) and also from certain
implementation options of these methods
(electronic components of the lower level,
computing platforms, hardware and machine
learning libraries on the middle and the upper
levels).
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Fig. 3. System levels and the inter level interfaces

The push for distinguishing of the three levels
was the following. The lower level or the level of the
measuring transformations is tightly related to the
nature of the certain biosignal, and thus, is very
specific regarding biosignals. Its main designation is
to form the electric biosignal on the basis of the
psycho physiological processes or values and secure
its compatibility with the computer system. The
upper level of the intellectual analysis is, vice versa,
related to the certain task to be solved. Its main
designation is to provide the objective and the most
trustworthy result based on the analysis of the
informative features distinguished from biosignals
(descriptors). The main designation of the middle
level or the level of the digital conditioning is to
maximally clean the biosignal from the distortions of
different kind, meanwhile thoroughly storing the
informative components. Thus, the middle system
level is rather independent, from both the task to be
solved and the type of the biosignal. At the same
time, the upper level is specific as to the task, and
the lower level — specific as to the type of biosignal.

Distinguishing features and attributes of the
lower level:

— at the input biological processes and values
(spatial distribution of biopotential variable in time,
bioimpedance parameters,);

— executes measuring transformations, namely
formation of the biosignals, their amplification,
filtering and digitalization [17];

— at the output — ‘raw’ digitized biosignals;

— built mostly from the analog components.

Distinguishing features and attributes of the
middle level:

—at the input — ‘raw’ digitized biosignals;

— performs digital conditioning of the
biosignals;

— at the output — relevant digital biosignals as
the numerical series;

— built from the digital computing means.

Distinguishing features and attributes of the
upper level:

— at the input — relevant digital biosignals;

— executes heuristic processing of the unique
informative parameters of the biosignals;
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— at the output — results of the research in the
form of biomedical parameters and physiological
characteristics of the person;

— built from the digital computing means.

Forming and acquisition of the biosignals from
the object, as well as the work of the analog
measuring converters, related to the lower system
level, operates under the difficult circumstances.
Therefore, there is a need to condition the biosignal,
which represents the main function of the middle
system level [1; 30].

Providing of the biosignals in the digital format
allows computationally processing and analyzing
this data on the middle and the upper levels. Modern
technologies of the digital signal processing enable
application of the computational capacities on the
middle level to improve the correlation signal/noise
(digital filtering, synchronous detection, time-
frequency transformations), as well as to compensate
distortions of the analog part of the measuring
pipeline (equalizer).

The signal, cleaned from the noise and the
distortions, undergoes the further analysis on the
middle system level in order to, for example:

—find informative segments in the registered signal
[6; 31];

— normalize in accordance with the level and

time [31];

— detect characteristic points, for example R-
peaks, on the electrocardiogram [6; 31];

— disclose anomaly fragments in the records and
their correction [27; 29].

The final stage in the computer processing of
the biosignal is realized on the upper system level. It
is the most complicated from the computational
point of view, as it supposes execution of number of
such operations as [6]:

— extraction of the informative, for example
diagnostic, features (feature extraction) from the
biosignal;

— feature space reduction;

— pattern recognition;

— interpreting of the results and decision
making.

Two latter operations are difficult to formalize
and they are usually executed by the means of the
machine learning [6; 19].

Notwithstanding that middle and upper system
levels are built from the digital computational
means, the functions assigned to them significantly
differ, which was the reason for their separation. The
interface created between these levels is virtual, to
the contrast with the hardware analog-to-digital

interface between the lower and the middle system
levels (Fig. 3).

It is worth marking the possibility to use one
method, for example wavelet transformation, on the
different system levels: on the middle level to
decompose signal to the scalogram or on the upper
level to form the descriptors for the diagnostic
classifier [6; 32].

Thus, the innovativeness of the suggested
approach lies in the separation of the system level
functions from the methods with the help of which
they are being realized, as well as hardware and
software implementation variants for these methods,
and also reasoning of the functions for each system
level. Application of such an approach will favor the
knowledge structuring in the subject area, where the
biosignal processing is used, provide the possibility
compare different methods and evaluation of their
effectiveness, open the choice of the best solutions
while designing computer biometric system for the
certain task, considering the conditions and use
cases.

Outlining and solving of the problematic
tasks for biosignal computer processing within
the paradigm of the system level

It is worth stating, that the suggested system
levels are first related to the functions of the
computer processing, and not with the methods or
hardware-software means, with the help of which
these functions are realized. In other words, there
may be multiple variants to implement these
functions, which, consequently, are reflected by the
big amount of publications. Application of the
suggested approach based on the division of the
biosignal processing pipeline onto three system
levels. Distinct definition of the functions for each
level and inter level interfaces opens the
perspectives to structure knowledge and information
in the current subject area. There is also the
possibility to compare different biosignal processing
methods, to evaluate their effectiveness and to
flexibly design the computer systems to solve the
various tasks in the domain of bioinformatics.

Application of the suggested approach has the
following advantages both during the analysis of the
known solutions, and on the stage of the computer
bioinformatics system design:

— possibility to structure methods of the software-
hardware processing means and biosignal analysis in
the published researches;

— performance of the correlation analysis and
effectiveness comparison for the known solutions

ISSN 2663-0176 (Print)
ISSN 2663-7731 (Online)

Information technologies and computer systems

389



Herald of Advanced Information Technology

2020; Vol.3 No.1: 383-394

Intellectual Information Technologies: Neural Networks, Machine Learning, Forecasting

— simplification and speed up of the system design
process for the specific tasks due to the possibility to
transfer the best results from the contiguous tasks;

— application of different types of digital processing
and machine learning becomes more flexible and
visual on all the structural levels without
introduction of the collisions into the principles of
the biosignal digital processing;

— separation of the functions from methods and
means additionally highlights the possibility and
expediency to widely apply the artificial intelligence
algorithms on the middle and especially on the lower
system levels, where, as shown by the results of the
literature review, the lack of corresponding scientific
activities is clearly noticeable.

Thus, based on the developed concept of three
system levels it is possible to consider and analyze
the number of the problematic tasks related to the
application of the machine learning for the biosignal
processing on all the system levels. Hence, on the
lower level the machine learning means allow to
realize algorithmic correction of the instrumental
errors of the bioimpedance measuring channel [28].
Because of the inertial properties of the electronic
components the dynamic errors of the measurements
appear. Complicated non-linear dependency of the
bioimpedance transform function into the real and
imaginary voltage components complicates usage of
the formal methods for the correction of the dynamic
distortions. At the same time, trained on the non-
linear model according to the Monte-Carlo method
the neural network equalizer is the effective
corrector of the errors arising in the bioimpedance
measuring channel.

On the middle level, while executing the
biosignal conditioning, in case the formal DSP
algorithms are ineffective due to the mutual
overlapping of the useful signal spectral components
with the obstacles signal spectral components. To
solve these issue application of neural network
autoencoders makes a lot of sense [41]. What
concerns the upper system level, the example of the
machine learning usage for processing of one and
the same biosignal but for the different tasks
(biometric identification, functional diagnostics) is
described in the works [1;19]. Usually on the upper
level, the operations related to the processing of the
information in the weakly formalized tasks, such as
pattern recognition, are being performed. It is worth
stating that work [19], as well as many others, lacks
the functions of the lower and the middle levels, as
the filtered biosignals from the open source
databases are being analyzed. This also increases the
expediency to use the concept of the system levels

for the analysis, comparison and consolidation of the
practices in the domain of biosignal processing.

Apart from this, the widely spread variant of
‘raw’ biosignal usage from the open source libraries
greatly fits into the paradigm of the system levels
which is necessary, for example, on the stage of the
neural network classifier training [33]. Thus, on the
stage of the model training two system levels are
used, and on the working stage — three of them. In
order to secure the compatibility of the training set
with the ‘raw’ biosignal selected from the lower
level, it is necessary to apply the programming
module, which unifies the data received from the
different equipment (discretization frequency,
resolution, record duration) and enable their
introduction to the second system level. The author
realized such an approach, and the results of the
research were published in the work [33].

It is worth stating that the complication in the
structural components design and the efficiency of
their work may be different depending on the type of
the signal and the aim of the research. Analysis of
the references revealed that the best processed
hardware and software means on acquisition,
transformation and analysis of the electric
biopotentials first of all are for the electro-
cardiograms and encephalograms, as exactly this
equipment is widely used in the medical diagnostics
[34-35]. From the other side, rheographs, frequency
analyzers, as the instrumental provisioning of the
bioimpedance measurement, are significantly more
complicated equipment, as obtaining of the relevant
information requires additional specific
transformations [36-37]. Thus, in the paradigm of
the system levels the improvement of the analog part
of the bioimpedance measurement channel is really
essential, as well as the efficiency increase of the

specialized algorithms for the digital signal
processing.
Conclusions. Biosignals carry the valuable

information about the health condition, anatomic
peculiarities and psychophysical reactions of the
person. In order to obtain this information the
biosignals are being measured and processed, using
the corresponding instrumental  provisioning.
Development of the information technologies,
increase of the computational efficiency and
lowering of the price on the hardware-software
means opened the possibilities to apply the machine
learning for the intellectual analysis of the
biomedical data. The biosignals application domain
has also significantly grown, which defines the
necessity not only to improve the equipment but also
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to develop the new approaches to their objective
analysis.

In recent years, one can observe the real boost
in the domain of bioinformatics, which is, among
others, represented by hundreds of publications
dedicated to the computer processing of dozens of
biosignals used for the solutions for the versatile
tasks. The specificity of these tasks influenced the
development of the specialized solutions in the
hardware manufacturing, as well as complicated the
knowledge transfer among the experts in different
domains and became the factor holding back the
bioinformatics development. Thus, there arose the
necessity to structure knowledge, especially in issues
concerning approaches, methods and means of the
computer processing and analysis of biosignals.

In the work, the expediency to use the concept
of the three system levels was suggested and proved,
and these levels relate not so much to the structure
of the bioinformatics system, but to the functions,
which are to be performed on each stage. Thus, the
lower level is assigned with the function of biosignal
formation, acquisition and digitalization. That is
why the ‘raw’ signal obtained from the hardware
analog-to-digital interface is passed to the middle
level, where it is conditioned using different digital
signal processing algorithms and various machine
learning models. The relevant biosignal received at
the output via the virtual interface is passed onto the
upper system level for the intellectual analysis and
interpretation of the research results mostly on the
basis of the machine learning technology.

The examples of usage and advantages of the
current concept application are provided. Taking
into consideration the multi variability of the known
solutions in the design of the biometric systems, as
well as new, sometimes controversial demands to
their functionality (for example synergy of
biosignals versus the multipurpose approach) the
separation of the system levels from the methods
and implementation allows to structure knowledge
and formalize the process of system design for the
specific tasks.

One of the main questions arising before the
application of the machine learning is the need in big
amounts of data received during the experiment.
Right on the basis of this data the machine learning
models are fitted on the training stage. There are
open source databases with different types of
biosignal, which may be introduced on the middle
level. However, this creates the need in the program
converter which task is to provide compatibility by
converting data into common format. The other
example presenting application of the offered
approach is the possibility to use the machine

learning on all the system levels (anomalies
detection and correction, correction of the sensor
errors), and not only, as traditional, on the upper
level in the role of the classifier based on top of
informative features. The next step in the
development of the current competency may become
the standardization of the demands to the inter level
system interfaces.

Apart from the above provided hierarchy
principle in the form of the three system levels, the
further development of the scientific-methodological
bases is worth directing onto the development of the
module principle for the realization of different
biosignal processing functions. On the lower system
level these would be hardware module, and on the
middle level and upper levels — program modules,
realizing the above listed functions of biosignal
conditioning, as well as detection of informative
classification features, etc.
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PO3BUTOK HAYKOBO-METOJOJIOI'TYHUX 3ACAJI 3ACTOCYBAHHA
MAIINMHHOI'O HABYAHHS B OIIPAIIFOBAHHI
BIOCUT'HAJIIB

Anomauia: Y cmammi npoananizosaHo cmaw i NePCNeKmMusU GUKOPUCTIAHHA MAUWUHHO20 HABYAHHA KOMN TOMEPHUX
bioingpopmamuunux cucmemax. Ilokazano, wo pizHOPIOHICMb GIOMEOUUHUX OAHUX [ WUPOKe KOO 3a80aHb OLOIHGOpMamuru
NO3HAUUNUCS HA GUPOONIEHHI CReyiani3o8anHux piuleHb 0N KONCHOI okpemoi cgepu uu 3adaui. Ile ycknaowroe mooicnugicme
3iCmagnents epekmusHoCmi OKpeMux Memooie ma GUKOPUCMAHHA Kpawux 6apianmié Ol NPOeKmy8aHHs cucmem nio Ho6i
3a60anus. [lpeocmasnenu pesyromamu 00CHIONHCEHb, WO CMOCYIOMbCA PO3GUMKY NPUHYUNIE NOOYOO8U CUCHEM KOMN TOMepHO20
ONpayro8ants OIOCUSHANIE (3 GUKOPUCIAHHAM MEXHON02I MAWUHHO20 HaguanHs. OOTPYHMY6aHo OOYLIbHICMb GUOLIEHHS
cucmemHux pieHié 6 npoyeci onpayloeanns OiocucHanie ma okpecieHo ix Qyukyii. InHOBaMUSHICMb 3aNPONOHOBAH020 NIOXOOY
NOAASAE Y PO3MEINCYBAHHI (DYHKYIL HUICHBOO, CEPEOHBO2O | BEPXHBLO2O Di6HIE 8I0 Memodi8, 3a 00NOMO20I0 SAKUX OHU Pedni3yIombCs,
a maxodc eapiawmis imniemeHmayii yux memooie Ha anapamuux i npoepamHux 3acobax. IliOkpeciroemvbcs, wo cepeoHill
cucmemnull pigens € 3HAUHOI0 MIPOIO iH8aApiaHMHUM, K 00 supiuysanoi 3aoaui, max i 0o eudy biocuenary. B moii srce uac, eepxuitl
pieenv € cneyugiuHum wo0o 3a80aHHs, A HUICHIU pieeHb - cneyu@iunum wjoodo eudy 6iocucHany. Yimxe okpecnenms @ynkyiil
KOJICHO20 CUCMEMHO20 Di6Hs Ma MINCPIBHe8UX [HmMeppelicie 8i0OKpUBAae nepcnekmuey CmpyKkmypusayii gidomocmeil nio 4ac anauizy
8I0OMUX pileHb, CHpOWYE NOPIGHANbHUN aHani3 ma 3icmasnenns egexmuenocmi yux piwens. Cnpowyemvcs i nOmMeHYiuHo
NPULBUOULYEMBCS NPOYeC NPOEKMYBAHHA KOMN TOMEPHOI cucmemuy nio KOHKpemHi 3a60aHHsL 3a PAXYHOK MOXNCIUBOCHT NEPEHeCeHH s
Kpawux pesynemamié i3 cymixcnux 3aday. Ha ocnosi pospobnenoi komyenyii mpvox cucmemHux pienie po32NAHYMO i
NPOAnanizy8aHo Koio NPoOIeMHUX 3a80AHb, NOG A3AHUX I3 3ACMOCYBAHHAM MAWUHHO20 HAGYAHHS ONPAYIO8AHHs GIOCUSHANIE8 HA 6CIX
CUCMEMHUX DIGHSIX.

Knrwuoei cnosa: Oioingopmamuxa; xomn romepruil ananiz 0I0CUSHANIB; MAWUHHE HABUAHHS; CUCTNEMHI DIGHI ONpayio8aHHs
biocucnania; miscpienesi inmepgeticu
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PA3BUTUE HAYYHO-METOJANYECKHUX ITIOAX0OJ0B MAIIMHHOI'O
OBYYEHUS B OBPABOTKE BUOCHUI'HAJIOB

Annomayua: B cmamve npoaHanusuposamvl COCMOAHUE U NEPCHEKMUBbl  UCHONb30BAHUA MAUWUHHO20 00yYeHus
KOMNbIOMepHbIX Ououngopmamuunux cucmemax. Ilokasarno, umo pazsHopoOHocmb OUOMEOUYUHCKUX OAHHBIX U WUPOKUL KpYe 3a0ay
OUOUHDOPpMAMUKU CKA3AUCH HA BbIPAOOMKE CHeYUaIU3UPOBAHHBIX peeHutl Ol KaxcOou OmoenvHol cgepvl umu 3adaqu. Imo
3ampyoHAEm 603MONHCHOCHb CONOCMABIEHUA IPPHEKMUBHOCU OMOELHBIX MEMOO08 U UCNONb30AHUE TYYUUX BAPUAHMOE ONis
NPOEKMUpOBanUs cucmem noo Hosvle 3adauu. IIpedcmasiienvl pe3yibmamvl UCCAe008aAHUL, KACAIOWUXCS PA3GUMUSL NPUHYUNOS
NOCMPOEHUs. CUCTeM KOMNbIOMepHOU 06pabomku GUOCUSHANOB C UCNONIb308aHUEM MEXHON02ULl Mauunno2o 06yuenus. Obocnosano
YenecooOpasHoOCmy  BblOeNeHls CUCMEMHbIX YposHell 6 npoyecce 00pabomku OUOCUSHANO8 U 0003HAUeHbl UX YHKYUU.
HunosamusHocms NpednoNCcenHo20 N00X00a 3aKI04aemcs 6 pasepanuyeHuy QYHKYutl HUJICHe20, CpeoHe2o U 6epXHe20 YPosHell Om
Memooo8, ¢ NOMOWbIO KOMOPLIX OHU Deanu3yIOmcs, a makice 8apuanmos UMNIeMEeHMAayuu Smux Memooos Ha annapamuulx u
npospammublx cpeocmeax. Iloouepkusaemcs, 4mo cpeoHull CUCMEMHbI YPOGeHb 6 3HAYUMENbHOU Mepe UHBAPUAHIMEH, KAK K
pewaemoti 3a0ade, max u K udy ouocueHanos. B mo sice epems, 6epxHuil yposeHs A681aemcs cheyuduyeckum 0 KacameivbHo 3a0ayu,
a HUSICHULL YPOBEHb - Cneyu@uyeckum OMmHOCUMENbHO 8uda buocucHanos. Yemkoe onpedenenue QyHKYUil KA*CO020 CUCTNEMHO2O
VDOBHSL U MEXNCYPOBHEBBIX UHMEPPeLic08 OMKPbIsAem NePCHeKMusl CMpPYKmypusayuu OAHHbIX NPU AHATU3E U3BECHbIX peuleHul,
YRpowaem cpasHUMeNbHbll AHANU3 U CONOCMAasaeHue dPHEKMUSHOCHIU IMUX peuleHul. Ynpoujaemes: u NOMEHYUANbHO YCKOPAemcs
npoyecc NpOeKMupo8arus KOMNLIOMEPHOU CUCHEMbl NOO KOHKPEmHble 3a0auu 3d CYem 603MOMCHOCMU NePeHOCd JIyHUiUxX
pe3ynemamos us cmexcuvlx saoay. Ha ocnose paspabomannoui Konyenyuu mpex CUCMEMHbIX YPOGHel Obliu paccMOMpPeHbl U
npoaHanu3ysansl npobaeMHsle 3a0ayu, 603HUKAIOWUEe NPU NPUMEHEHUU MAWUHHO20 00YYeHUs 0N 00pabomKu OUOCUSHANIO8 HA BCeEX
CUCTEMHBIX YPOBHSX.

Knrouesvie cnosa: Ououngopmamuxa; KOMNbIOMeEPHbI aHATU3 OUOCUSHANO08; MAWMUHHOE O0yueHue; CUCMEeMHble YPOsHe
npopadbomxu OUOCUSHATIO8; MeXCYPOBHesble UHMePelichl
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