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FEATURE SELECTION FOR PREDICTING THE PATIENT STATE IN
DISTANT POSTOPERATIVE PERIOD

Abstract. The optimization problem of patients with congenital heart defects state in the distant postoperative period consists of
finding a specific treatment strategy that gives the best rest, taking into account the initial state of a patient. However, there may be too
many input variables for this type of task, which significantly increases the risk of worsening the result. The work describes the process
of analyzing feature selection algorithms, where features act as indicators of patients with congenital heart defects, applying the
mechanism of these algorithms to reduce the dimension (quantity) of input features, and using selected features to predict patients’ state
indicators in the distant period. The purpose of the study was to find the optimal composition of indicators that would retain as much
information as possible for predicting indicators of the state of patients. Among the analyzed feature selection algorithms, the
correlation feature selection method was chosen. The function of the additive convolution of state indicators was used as an output
variable. This function was obtained by the Best-Worst method (one of multi-criteria decision making methods). To predict patient state
indicators, five classification algorithms were proposed: logistic regression, linear discriminate analysis, random forest, mixed step-by-
step algorithm of group method of data handling, and group method of data handling with neurons. Before using them, the total samples
were divided into train (eighty percent) and test (twenty percent) samples. The first three algorithms were programmed in Python, while
the others were calculated in GMDH Shell DS software. Algorithms give seventy-eight and four tenths of accuracy on average on the test
sample. The results will be used to improve the unified algorithm for optimizing the state of patients, which was obtained in previous
studies, and includes a genetic algorithm and analytic hierarchy process.

Keywords: feature selection; congenital heart defects; optimization problem; Best-Worst method; classification algorithms

2. Substitution of indicators before treatment
into models.

3. Finding all possible combinations of
influence indicators and selecting the combination
that gives the most positive effect on the patient’s
state after treatment.

A single algorithm, which includes the use of
genetic algorithm (GA) and analytic hierarchy
process (AHP), was created to solve this approach
[19]. Since finding all treatment options is the NP-
completeness problem, GA [3] was used as a search
algorithm. It speeds up the search by using the
principles of evolution. To optimize all indicators
of the patient’s state after treatment simultaneously
AHP [4] was used. Indicators of the presence of
certain complications acted as indicators of the
patient's state. There can be an infinite number of
such indicators. For their mathematical modeling,
the step-by-step mixed algorithm of group method
of data handling (GMDH) [5] was used. It allows
getting non-linear versions of models, which
significantly increases the accuracy of prediction.

Introduction. The provision of patients’
correct treatment is quite an important and difficult
task in medicine [1]. An incorrect approach to
treatment of a certain patient may lead to irreparable
harm, which cannot be retrieved. In the process of
providing medical care, doctors follow a large
number of protocols, but most of them are not
individualized.  Accordingly, an optimization
problem arises [2], in which possible treatment
options that will ensure the best condition of the
patient in the future might be offered to the doctor,
taking into account the characteristics of the patient
input state. It is worth noting that the options
calculated in this way cannot be applied due to
treatment standards, but only are informative for
assessing risks in the distant period.

An example of such an optimization task is the
prediction of a treatment strategy for patients with
congenital heart defects. The idea of this approach
consists of the following stages:

1. Prediction models calculation for indicators
of the patient’s state after treatment. Those models

include indicators of the patient’s state before
treatment and indicators of influence on the patient’s
state (variables that display the treatment protocol).

© Dydyk, A. P., Nosovets, O. K., Babenko, V. O., 2020

Since the indicators belonged to the category of
gualitative data (to be more precise, the binary
data), GMDH was used as a classification
algorithm that predicted the probability of
belonging to one of two classes (the first class

This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/deed.uk)

34 Theoretical aspects of computer science,
programming and data analysis

ISSN 2663-0176 (Print)
ISSN 2663-7731 (Online)


https://orcid.org/0000-0003-2978-434X
https://orcid.org/0000-0003-1288-3528
https://orcid.org/0000-0002-8433-3878

Herald of Advanced Information Technology

2020; Vol.2 No.2: 3441

Intellectual Information Technologies: Neural Networks, Machine Learning, Forecasting

showed the absence of complication, the second —
the presence).

In addition, software was created, using
Python, Java and JavaFX technologies [20], which
applies created algorithm and displays the results in
a way, comprehensible for users.

Nevertheless, the problem of analyzing the
methods of feature selection [6] remained not
completely resolved. Feature selection is necessary
to solve the problems of “curse of dimensionality”
[7] and multicollinearity [8]. By solving these
problems, it is possible to get better and more
adequate models for predicting the patient's state,
which will provide a more correct selection of the
necessary treatment strategy option. For works
[19-20] recursive feature elimination technique was
used, but this method is working only after getting
models. The objective of this work is to obtain such
a subset of features before modeling that has the
greatest effect not on one or two indicators of the
postoperative state, but on everything in total.

Analysis of the latest research and
publications. Feature selection is the process of
significant independent (input) feature subset
selection for their usage in modeling. It is
necessary to distinguish it from the “feature
extraction”, which creates new features as
functions from originals. There are three feature
selection algorithm categories:

o Filter methods (Fig. 1), which use a proxy
measure instead of the error rate for feature subset
evaluation and where subset selection is made
independently of the modeling. The examples of
such methods are: infinite feature selection [9],
Welch’s t-test [10] and feature selection centrality

eigenvector [11].
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Fig. 1. Filter method principle

o Wrapper methods (Fig. 2), which use the a-
priori estimation model for feature subset
evaluation and allow finding the connection
between variables, opposed to filter methods. For
such method, it is possible to use various evolution
algorithms, such as: genetic algorithm [12], ant
colony optimization, particle swarm method [13]
etc. Among independent algorithms, there are
feature correlation selection [14] and univariate
feature selection.

Selecting the best subset
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Fig. 2. Wrapper method principle

e Embedded methods (Fig. 3), which are
technique-generalizing group, which selects the
features as a part of model construction process.
These methods were presented as an advantage
combination attempt of two above-mentioned
methods. Well-known algorithms with similar
approach are LASSO method [15] and feature
exclusion recursive definition (already used for
studies [19-20]).

Selecting the best subset
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Fig. 3. Embedded method principle

The wrapper methods are the most suitable
among these categories, because they do not belong
to the modeling and allow obtaining the best subset
of given k features. The correlation feature selection
will be used for further research, because it is
necessary to select a big quantity of parameters for
their launch in the use of evolution algorithms, and
the univariate feature selection does not consider
independent feature correlation between them.

Correlation feature selection [14] evaluates a
subset of independent features based on the
following hypothesis: “Good subsets of features
have features that strongly correlate with the
dependent variable but do not correlate with each
other”. This hypothesis solves the problem of
multicollinearity. The idea is to find such a subset of
k independent features, which gives the maximum
value of the evaluation criterion for the subset S. The
criterion is defined by the following formula:
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where: rc_f — mean of absolute values of correlations
between all independent features and dependent
variable; mean of absolute values of

I
correlations of all independent features with each
other; k — number of features in the subset.

Clinical data description. As clinical data for
the research, the database of 128 patients with
congenital heart defects is used, provided by the
Amosov  National Institute of Cardiovascular
Surgery. The patients’ treatment was conducted in
two stages: surgeries were conducted first and then
medical treatment in order to eliminate postoperative
complications.

The database contained 181 features in total (of
which 143 were input features) after cleaning the
redundant data. It should be noted that since there
are a total of 128 patients in the database, the input
indicators were not analyzed simultaneously, and
different combinations of k features were
investigated (k was from 5 to 30).

The treatment of patients with congenital heart
defects is shown schematically on Fig. 4.

Since it is very risky to let the machine
predicting the surgical treatment, only conservative
treatment will be considered for the research. In
other words, the optimization task will be confined
in a selection of such conservative treatment

indicators combination, which optimizes a patient’s
state in late postoperative period.

In the present research, it is necessary to find an
optimal feature subset via selected feature selection
algorithm in order to predict a patient’s state in late
postoperative period (in 1 year).

This state is described by 38 indicators. 20 of
them are quantitative and 18 binary (1 — indicator is
normal, 2 indicator is abnormal). For the
optimization problem, quantitative features were
converted to binary in accordance with their norms
(if the value is within the limits, its value is 1,
otherwise 2). This was done for the reason that it is
not so important to predict the exact value of the
feature, how to know that the indicator is normal.

These indicators are indicators of the patient’s
complications, which make up the general picture of
his state after treatment. Thus, there can be 2%
different states of the patient. The optimization task
is to find such treatment that ensures the optimal
state of the patient, which is possible taking into
account the indicators before treatment.

On an average, the patients have 11
complications  (abnormal  features).  Statistical
distribution of patients’ complications is displayed
on Fig. 5.
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Fig. 4. Patient treatment scheme
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Fig. 5. Histogram of complications number
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Minimum equals to 4, maximum — 18, median
— 11, first quartile — 9, third quartile — 13.

The most frequent complications are:

e abnormal pressure in pulmonary artery (122
events);

e abnormal aortic valve annulus z-score (114
events);

e abnormal aortic valve sinus z-score (99
events);

e abnormal interventricular
diameter (97 events);

e abnormal aortic valve sinotabular junction z-
score (92 events).

septum  defect

Research objective

The aim of the work is to find the subset of
indicators that is best suited to the criterion of
correlation feature selection, and in the future will be
used to optimize the patient’s state in the distant
period. To achieve the goal, the following tasks were
set:

1. To analyze different multi-criteria decision
making methods. These methods make it possible to
convolve all indicators of the patient’s state in a
distant period to one function, the so-called
“supercriterion”. It characterizes “optimality” of the
patient's state.

2. Find the necessary subset of indicators by the
criterion of correlation feature selection (1). The
output variable for finding a subset of features will
be a supercriterion, which is characterized by the
function of additive convolution of the patient’s state
indicators. Thus, a subset that has a significant
impact simultaneously on all indicators will be
found.

3. Use different classification algorithms of
indicators of the patient's state in the distant period
to evaluate the found subset.

Research results

To obtain the additive convolution function,
various multi-criteria decision making methods are
used: analytic hierarchy process and analytic
network process (both methods were invented by
Thomas L. Saati), ELECTRE method, VIKOR
method, Brown-Gibson method, etc.

The Best-Worst method was used for the
present research, because it can be easier interpreted
for doctors and it is quite efficient for the
optimization criteria in big quantity. Its algorithm is
as follows:

1. There is a set of n K criteria. “Best” of them
are selected (“the best” criterion means the most
important) and also “Worst” (“the worst” criterion
means the least important).

2. Determination of the advantages of the Best
criterion against others and advantages of others
against Worst (the advantage scale varies from 1 till
100). It is schematically shown on Fig. 6.

3. The optimal weighting coefficients W, of

criteria are determined, which must meet the
requirements (2).

4. After obtaining the weighting coefficients
(their sum equals to 1), the additive convolution
function is calculated:

Wg

Wy, Pl @
Wi,

— =akw

where: wg — weight coefficient of Best criterion;
Wy — weight coefficient of Worst criterion; wy. —

weight coefficient of Ki;; agy, — advantage of Best
criterion against Ki,; akw — advantage of Ki against
Worst criterion.

The research was conducted with the obtained
convolution function.

Criterion S for the subset of k features (k ranged
from 5 to 30; here means the creation of different
combinations from 5 to 30 features from the input
set of 141 features) was found behind formula (1).
Subsets of features were calculated on each k.
Finding subsets was performed using the genetic
algorithm. The boundary-value of 30 was chosen
since with a larger number of k the process of the
genetic algorithm is slower. The calculations result
is shown on Fig. 7.

It is clear from the plot that there is no linear
dependence between S and k. The biggest S value
(0.416) is when k = 11. This particular subset with
11 features that characterize the input state of the
patient was used for further calculations, in
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particular for feature modeling of patients’ state in
the late period.

This subset includes the next indicators:

¢ body surface area;

e aortic valve root size;

o diameter of conduit (vascular prosthesis);

e presence of mitral valve atresia (1 — absence,
2 — presence);

e presence of morphology of the right systemic
ventricle (1 — absence, 2 — presence);

e protocol group (1 - standard treatment
protocol, 2 — treatment protocol with modification);

e creatinine after surgical treatment;
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Fig. 7. Plot of criterion S and number of features k

¢ negative balance after surgical treatment (1 —
absence, 2 — presence);

e dose of furosemide;

e dose of chlortiazide;

e use of dobutamine (1 —no, 2 — yes).

The last three indicators are variables of
influence on the patient's state, a combination of
which must be found in optimization tasks.

Since the condition features are binary variables
(1 — indicator is normal, 2 — indicator is abnormal),
the modeling was conveyed with the help of the
following classification algorithms:

e Linear discriminant analysis (LDA) [16].

e Logistic regression [17].

e Random forest [18].

e Step-by-step mixed algorithm of GMDH [5],
which allows finding the probability of belonging to
one of the classes.

e Group method of data handling with using
neurons [5].

Linear discriminant analysis, logistic regression
and random forest were implemented with the help
of Python programming language, while GMDH
versions were calculated with the help of GMDH
Shell DS software. Models were calculated for all 38
indicators. For a more adequate model behavior, the
total sample was divided into train (80 %) and test
(20 %) ones and evaluated by the values of
accuracy, sensitivity and specificity. The modeling
results are shown in Table 1 (the mean values of
accuracy, sensitivity and specificity of all models are
shown).

Discussion of the obtained result. It is shown
in Table 1 that the most efficient classification
algorithm is the random forest among presented 5. It
iS necessary to admit that the class balancing was
made for this algorithm, because one class
significantly prevails over the other in terms of
guantity in the majority of the patients’ state features
in the late period. The same procedure was made for
other classification algorithms, but their results are
significantly lower than the random forest one.

The present result can be explained by the fact
that it is often difficult to predict the feature with
maximum accuracy with the help of mathematical
formulas, even with the use of nonlinear functions.
In such cases, the decision tree has an advantage,
because it predicts the feature with the help of a
certain rule set implementation.

Nevertheless, it has been proven long time ago
that the decision tree is not always the solution of all
simulation problems. The random forest has become
its substitution, which generates not just one tree,
but a set of different trees, which give the most
accurate prediction.

Table 1. Classification algorithms comparison

Classification algorithm Train (80 % Test (20 %)
Accuracy | Sensitivity | Specificity | Accuracy | Sensitivity | Specificity

LDA 67.7 % 0.688 0.682 67.9% 0.696 0.687

Logistic regression 65.9 % 0.666 0.669 66.1 % 0.672 0.657

Random forest 99.9 % 0.999 0.991 99.2 % 0.995 0.947

GMDH 80.5 % 0.835 0.835 78.8 % 0.813 0.81

GMDH with neurons 81.4 % 0.843 0.807 80 % 0.829 0.777
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However, the random forest has its own
disadvantages, for example:

o It is, in fact, impossible to interpret the
obtained forest for any person due to a big quantity
of trees.

e The forest training time increases, when the
guantity of trees for generation grows (normally it is
done to increase the accuracy of the forest).

In addition, the obtained research result proves
that the chosen feature selection method works and
that it is possible to decrease the feature set
significantly without information loss, valuable for
the prediction.

Conclusions and further research
perspective

In the end, the quantity of modeling features was
decreased as the result of the feature selection research
(143 features in the beginning against 11 features after
correlation feature selection method implementation).
It allowed not just model accuracy increase by feature
elimination, which highly correlated with other
independent features, but also solved the problem of
the curse of dimensionality. However, it should be
noted that the values of k from 5 to 30 were considered.
With better tuning of the genetic algorithm to search
the optimal subset of characters, and with the
allocation of more time for the search, it will be
possible to increase the boundary value.

Different classification algorithms were also
checked. The random forest algorithm was the most
accurate one among all (mean accuracy of 38
models in test group is 99.2 %, mean sensitivity —
0.995 and mean specificity — 0.941). Despite high
result accuracy, it is necessary to decrease the entry
threshold for doctors in case if random forest work is
demonstrated to them.

The present results will be further used for the
next stage of optimization algorithm improvement
[19], in particular: the use of Best-Worst method
instead of analytic hierarchy process for criteria
simultaneous optimization and efficiency increase of
genetic algorithm calculation by using different
methods i.e. selection, crossover, mutation etc.
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BIJABIP O3HAK JUISI TIPOT'HO3YBAHHSI CTAHY ITALIEHTIB Y
BIJJAJIEHOMY IICIAONNEPAINIMHOMY IIEPIO/I

Anomauia. 3aoaua onmumizayii cmany nayicHmia 3 pOONCEHUMU 8A0AMU cepys V GI00ANEHOMY NICIA0NepayiunomMy nepiodi
nONAAE 8 3HAXOOMNCEHHT NesHol cmpamezii NIKY8anHs, AKa 0A€ HAUKPAWULl pe3yIbmam, 6paxoeylouu npu yooMy NOYAMKOSULl CIAH
nayienma. [lpome, 6XiOHUX 3MIHHUX ONsl 0aHO20 Muny 3a0aui Moodice Oymu 3aHA0mMo 06azamo, wo 3HAYHO NIOBUWYE DPUSUK
noeipuienns pesyromamis. [ana poboma onucye npoyec aHanizy aneopummis 8i0060py 03HAK, AKI UCTHYNAIOMb 8 PONi NOKA3HUKIE
nayieHmis 3 8POOHCEHUMU BAOAMU CePYS, 3ACMOCYE8AHHA MEXANIZMY OAHUX AN2OPUMMIE Ol 3MEHWEHHA PO3MIPHOCMI (KiNbKOCHI)
6XIOHUX O03HAK, MA BUKOPUCMAHHS OOPAHUX O3HAK OJIsi NPOSHO3YEAHHS NOKA3SHUKIE CMAHY NAYIEHMIE V 8I00AIEHOMY Nepioo.
Ton06Ho0 Memoto 00CniONHCeHHs: OYI0 3HAXOOMCEHHS ONMUMANLHO20 CKIAOY NOKA3HUKIE, AKul 30epieae 6u sxomoea Oinvuie
ingopmamuenocmi O NPOSHO3YBAHHA NOKA3HuKie cmawny nayienmis. Ceped npoananizoeamux anzcopummis eiobopy osnax 6yno
06pano memoo Kopensyiinozo 6i0bopy oznax. B sxocmi euxionoi sminnoi eucmynana @ynkyis aoumueHoi 320pmKu NOKAZHUKIG
cmany, Axka Oyna ompuMaHa 3a paxyHox mMemooy 6azamoxpumepiaibHo20 NPuliHAmms piuieHs, a came — memooy Best-Worst. /[na
NPOSHO3YBAHHSA NOKAZHUKIE CIAHY NAYIEHMIE 6Y10 3aNPONOHOBAHO N 'SAMb ANOPUMMIE Kiacuikayii: noeicmuuna pezpecis, NiHItHULL
OUCKPUMIHAHMHUL AHANI3, BUNAOKOBUL Jlic, NOKPOKOBUL 3MIWAHULL AN20PUMM Memood pynooco YpaxyeawHs apcyMenmis, ma
Memoo epyno8ozo ypaxy8ants ap2yMeHmie 3 sukopucmanusam netipouis. Ilepeo ix sacmocysannam, 3a2anvhy 6ubIipky 0yn0 po3oumo
Ha HABYANbHY, AKA CKIA0AAA GicimOecsam 6i0comKie, | mecmogy, wjo cKuana 6i0nogioHo 0eadysmuv eiocomxie. Ilepwi mpu
aneopummu Oynu 3anpozpamosani mogoro Python, a inwi 6yau pospaxosani 6 npozpamnomy 3abesneuenni GMDH Shell DS. B
CepeOHbOMY anzopummu 8uoaroms cimoecam icim i womupu decsamux 6iocomka mouynocmi na mecmi. Ompumani pe3yromamu
6y0ymb GUKOpUCMAHT 05l NOKPAWeHHs €0UHO20 AN20pummy Onmumizayii cmauy nayienmie, sakui 6y8 ompumanuii 6 nonepeoix
00CNiONHCEHHAX, | BKNIOUAE 6 cebe 2eHeMUUHULL ANROPUMM ma Memoo0 aHanisy i€papxii.

Knrouoei cnosa: 6iodip osnax; 8poooiceni 6adu cepys; 3a0ava onmumizayii; memoo Best-Worst; areopummu xknacughixayii
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OTBOP ITPU3HAKOB JJISA TIPOI'HO3UPOBAHUA COCTOSAHUA
IHAIOIUEHTOB B OTJAJIEHHOM INOCJIEOITEPAIIMOHHOM INEPUOJIE

Annomayua. 3adaua onmumuzayuyu COCMOAHUA NAYUEHMOS C GDOICOEHHLIMU NOPOKAMU cepoyd 6 OmOaleHHOM
NOCIeONepayuoOHHOM nepuode 3aKIIOYAemcs 8 HAXOHCOEHUU ONpedeieHHOl cmpamesuu JjiedeHus, Komopas O0aém HAumyuuuil
pe3ynomam, y4umuléas npu 3mom HavaibHoe cocmosnue nayuenma. OOHAKO, 6XOOHbIX NEPEMEHHbIX Ol OAHHO20 MUNd 3a0a4u
MOdHcem Oblmb CIUUWKOM MHO20, YMO 3HAYUMENbHO NOSbIUIdem PUCK YXyOuleHus pe3ynomamos. [Jannas paboma onucwvisaem
npoyecc aHanu3a aieopummos Omoéopa NPUsHAKO8, KOMOpbvle BbICHIYRAIM 8 ponu NoKasamenei NayueHmos ¢ 8pOHCOEHHbLMU
nopokamu cepoya, NPUMEHEeHUs MeXAHU3MA OAHHbIX al20PUMMOE Ol YMEHbUIeHUS DAZMEPHOCIU  (KOIUYecmea) 6XOOHbIX
NPUHAKO8, A MAKMNHCE UCNONb308AHUE GbIOPAHHBIX NPUSHAKOE O NPOSHOZUPOBAHUS NOKA3amenell COCMOAHUSA NAYUEHMO8 6
omoanenHom nepuode. InasHoll yeavbio UCCI008AHUA ObLIO HAXOJCOeHUe ONMUMANLHO20 COCMASA NnoKazamenel, KOmOopblil
coxpauan Ovl Kak MOMCHO Oonblue uUHGOpMamusHocmu 0N NPOSHOZUPOBAHUs nokasamenei cocmosanus nayuenmos. Cpeou
NPOAHATUSUPOBAHHBIX ANROPUMMOE 0MOOpA NPU3HAKOE ObLl 8blOpAH Memoo KOpperAyuoHHo2o ombopa npusnakos. B kauecmee
8bIXOOHOU NepeMeHHOU 8bICIYNana QYHKYus a0OUmueHoU ceEpmKU nokazamenel COCMOAHUSA, KOMopas Oblia NOJYYeHda 3a Cuém
Memooa MHO2OKPUMEPUATbHO20 NPUHAMUSA pewienus, a umenHo — memoda Best-Worst. [Jua npoenosuposanus noxasameneti
COCMOAHUA  NAYUEHMO8 ObLIO  NPeONONHCeHO NAMb  ANOPUMMOE  KAACCUDUKAYUU:  TIOSUCIUYECKAs pespeccusl, TUHEeHbIT
OUCKPUMUHAHMHDBILL AHAU3, CTIVYAUHBII J1eC, NOUAL0B8bIE CMEWAHHBIL AN20PUMM MEMO0d ePYINOB020 YYéma apeyMeHmos 1 Memoo
2PYNN06020 YUéma apeyMeHmo8 ¢ UCHONb306aHueM Heliponos. [leped ux ucnoavzosanuem, oowyio 6biOOPKY ObLIO pazoumo Ha
06yuanwylo, Komopas COCMasIsANad 80CEMbOECAN NPOYEHMOS, U Mecmosylo, KOMopas COCMASULd COOMEEMCMEEHHO 08a0Yamy
npoyenmog. Ilepsvle mpu ancopumma Ovliu 3anpoepammuposanst azvikom PYthon, a opyeue Gvuiu paccuumarvl 6 npocpammHom
obecneuenuu GMDH Shell DS. B cpeonem anrzopummer evidarom cemvoecsim ocemvb u uemvipe OeCmvix MOYHOCU HA mecme.
Tonyuennvie pesyrvmamol OyOym UcCnONb308aHbL OIS YIYYUWIEHUS eOUHO20 AN2OPUMMA ONMUMUSAYUU COCMOAHUA NAYUEHMOS,
KOMOpblil ObL1 NOTYYEH 8 NPeObLOYWUX UCCTIe008AHUAX, U 8KIIOYAEN 8 CeOs 2eHeMUYeCKULl AN20PUMM U Memoo0 aHAIU3A Uepapxuil.
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