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ABSTRACT

As a result of the analysis of the literature, the based methods of face recognition on fragments of color images were identified.
These are flexible comparison in graphs, hidden Markov models, principal component analysis, and neural network methods. The
analyzed methods of face recognition are mainly characterized by significant computational costs and low recognition performance.
An exception is the neural network methods of face recognition, which, after completing the training, make it possible to obtain a
high recognition performance at low computational costs. However, when changing the prototype images of faces, it often becomes
necessary to redefine the network architecture and retrain the network. The specificity of neural network methods is also the
complexity of selecting the network architecture and its training. Such papers are devoted to the use of neural networks only for
extraction of feature vectors of face images. The classification of the obtained feature vectors is then performed by known methods,
namely, thresholding, a linear support vector machine, nearest neighbors, random forest. It has been observed that the lighting
conditions in which the images were obtained and the turning of the head affect the shape of the separating surface and can decrease
the feature vector classification performance for face images. Therefore, to improve the classification performance, it was decided to
use correlation for prototype matching, a non-linear support vector machine and logistic regression. The performed experiment
showed that correlation for prototype matching of low-light face images is characterized by higher classification performance
compared to the thresholding. Moreover, the use of the Pearson and Spearman correlation coefficients showed similar results, and
when using the Kendall correlation coefficient, the worst classification performance was obtained compared to the Pearson and
Spearman coefficients. The research of the classification performance of images of faces that differ in head turn using correlation for
prototype matching, a non-linear support vector machine and logistic regression showed the following. Correlation for prototype
matching is more appropriate to use with small amounts of data due to the high classification performance and low computational
complexity, since a small amount of data does not require a significant number of comparisons. However, on large amounts of data,
the non-linear support vector machine requires less computation and shows similar classification performance. Using the results of
the experiment, the researcher can select classification methods for a specific set of face images, preliminarily representing them with
feature vectors using the network FaceNet.
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INTRODUCTION

An increasing number of companies are
beginning to use in security systems access control
and management subsystems with face recognition
from a video stream in real time [1, 2]. Thanks to
such subsystems, it is possible to significantly
increase the security of the enterprise and its
employees [3].

In addition, face recognition is used in systems
for processing frames of video streams from
surveillance cameras on city streets and in public
places, for example, to search for wanted persons.
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Face recognition is also used in Apple and Samsung
smartphones to unlock the screen. A number of
social networks use face recognition to
automatically detect user's friends in photos.

Recently, the requirements for the effectiveness
of systems that use face recognition are increasing,
since the insufficient performance of face
recognition leads to illegal entry of intruders into the
territory of a protected facility, allows to unlock a
smartphone and gain access to the user's personal
data, commit theft and fraud in trade and banking,
contribute to the emergence of dangerous situations
in crowded places.

The face image processing in the listed
applications involves the solution of two problems.
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The first one is the face detection on the image. It is
usually solved by scanning video stream frames with
a window smaller than the frame size [4, 5]. In this
case, computational difficulties arise due to the
using of windows of different locations and sizes [6,
7]. In this paper, we consider the second problem of
face image processing, i.e., face recognition on a
fragment selected in the original image [8, 9].

To solve this problem, features of face images
are extracted, and then the estimated feature vectors
are classified [10]. Therefore, the performance of
face recognition is affected by both the selecting of
face image features, which is automatic or
depending on the experience of the researcher, and
the selecting of the classifier of the obtained feature
vectors. In addition, it is known that the face
recognition performance decreases for low-light
images, as well as if the turning of the head or the
angle of shooting is varied [11].

1. ANALYSIS OF RECENT RESEARCH AND
PUBLICATIONS

To solve the problem of face recognition on a
fragment selected in the original image, the flexible
comparison on graphs [4, 10], hidden Markov
models [12], principal component analysis [11, 12],
neural network methods [8, 9] are used.

The paper devoted to neural network methods
for face recognition on image fragments [5, 13]. A
specificity of these methods is the automatic
extraction of image features and the mapping of
inputs to network outputs as a result of its training.
To train the network, a selection of pre-prepared
examples of image feature vectors and their
corresponding outputs is used. After training, the
network is capable of recognizing previously unused
face images. The advantage of these methods is the
high performance of face image classification with
the correct settings of the network parameters. The
disadvantages of neural network methods are the
informal nature of the process of selecting the
network architecture, the complexity of network
training. When the network architecture or initial
data varies, network retraining is required.

The use of a deep learning convolutional neural
network involves the automatic extraction of
features of face images in convolutional layers,
followed by classification of the resulting feature
vectors by fully connected layers [8, 13]. The
disadvantage of this approach is that it assumes the
ability of fully connected layers to generalize the
obtained results to face images that are not included
in the training set. In addition, the feature vectors
obtained with convolutional layers usually have a
large dimension (about a thousand). Then additional

fully connected layers significantly increase the
number of learnable network parameters. This
requires more training samples and increases
training time, which is already a problem for deep
learning.

Therefore, in [9, 14], it was proposed to use the
FaceNet deep learning convolutional neural network
only for extracting features of face images. The
coefficients of this network were adjusted in such a
way that the distance between the feature vectors of
images of similar faces was less than the distance
between the feature vectors of images of different
faces. This was achieved by optimizing the triplet
loss function, which based on the distances from the
feature vector of the analyzed image to the feature
vectors of similar and different face images. A
thresholding was used to classify the feature vectors
of face images obtained using FaceNet.

The FaceNet network achieves high recognition
performance for face image of people of different
races, with different face shapes and different facial
expressions. So, after training on the Labeled Faces
in the Wild dataset [15], which contains
approximately 3 million images, the percentage of
correct recognition for the FaceNet network on the
same dataset was 99.42 %, and on the YouTube
Faces Database it was 95.12 % [9, 14]. In [5], to
improve the face recognition performance it was
proposed to apply a k-nearest neighbor classifier, a
linear support vector machine (SVM), and a random
forest to image feature vectors obtained using
FaceNet. Compared to the thresholding, higher
recognition performance was obtained on the
Labeled Faces in the Wild image database [15];
especially for the first two classifiers [5].

2. FORMULATION OF THE PROBLEM

The results of face recognition with feature
extraction by the FaceNet neural network presented
in the literature differ depending on the classifier
used. The selection of the classifier is determined by
the shape of clusters in the multidimensional feature
space and the presence of data outliers. So,
illumination, contrast, turning of the head
determines the shape of the separating surface
during classification and effects on the face
recognition performance.

In addition, the classification performance of
image feature vectors depends on the reseached data
set. In this paper images of the Face Place database
[16] are researched, which differ in illumination and
turning of the head. To improve the face recognition
performance compared to a thresholding, it is
proposed to apply correlation for prototype
matching, nonlinear SVM and logistic regression to
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the feature vectors obtained using the FaceNet
network.

Correlation for prototype matching shows the
best results in comparison with other classifiers in
the processing of deterministic signals in Gaussian
white noise. Logistic regression assumes linear
separability of image classes in the feature space.
Nonlinear SVM allows one to construct a smooth
separating surface between two classes of images.
This surface has a more complex shape compared to
a hyperplane. However, it is quite difficult to test
these assumptions about the shape of clusters and
the illumination for the researched set of face images
in the multidimensional feature space obtained using
the FaceNet network. In such cases, experimental
research is carried out on the expediency of using
the selected classifiers for face image recognition.

The aim of the paper is a comparative analysis
of classifiers for an grounded selection when
recognizing faces on fragments of color images are
identified using feature vectors extracted by the
FaceNet convolutional neural network.

3. FACE RECOGNITION ON FRAGMENTS
OF COLOR IMAGES WITH FEATURE
VECTORS EXTRACTED BY THE FACENET

The problem of face recognition on fragments
of color images is formulated as follows. There is a
database containing, for each unique identifier i,
photographs I;; with the image of the face of person
ieN;, j=1,..., M; where N, is the set of identifiers of
persons in the database under consideration, M is the
number of photo for one identifier value containing
the face of the same person. The number of unique
face identifiers is limited. For the original color
image I, it is necessary to determine the unigque
identifier i of the person present in the image, or, if
the person is not in the database, send an appropriate
message.

To recognize faces on fragments of color
images the following steps were used: obtaining
input images; face detection in the image; geometric
transforms of the face image; identification and
classification of this image; output of recognition
result [9, 14, 17].

The input images are obtained by capturing
frames of the webcam video stream in real time.

To localize the face in the image, the histogram
of oriented gradients algorithm was used, which
assumes that the shape of an object on the image can
be described by the distribution of edge directions
[18].

With the help of geometric transforms of the
face image, namely, affine transforms of rotation

and scaling that preserve parallel lines, the eyes were
first centered, and then the mouth [9, 14], [17].

The identification of a person's face on a
selected image fragment was performed using the
FaceNet deep learning neural network. FaceNet
belongs to the class of networks used to mapping
from a two-dimensional input face image to a one-
dimensional feature vector (Table 1). These feature
vectors are extracted in such a way that for images
of the same person they are located closer to each
other in Euclidean space than for images of different

people [9].

Table 1. FaceNet network architecture used
for face image feature extraction

Layer type Layer Depth
output size

Convolutional (7x7x3, 2) 112x112x64 1
Max pooling + 56x56x64 0
normalization

Inception module (2) 56x56x192 2
Normalization + 28x28x192 0
max pooling

Inception module (3a) 28x28x256 2
Inception module (3b) 28x28x320 2
Inception module (3c) 14x14x640 2
Inception module (4a) 14x14x640 2
Inception module (4b) 14x14x640 2
Inception module (4c) 14x14x640 2
Inception module (4d) 14x14x640 2
Inception module (4e) 7x7x1024 2
Inception module (5a) 7x7x1024 2
Inception module (5b) 7x7x1024 2
Average pooling 1x1x1024 0
Fully Connected 1x1x128 1
L2 normalization 1x1x128 0

Source: compiled by the [9]

After the identification stage, 128-dimensional
feature vectors were obtained for the input face
image and prototype face images, for comparison of
which a thresholding was used in [9, 14], [17]. A
distance threshold was set in advance in order to
make a decision that the face from the input image is
the same as in the prototype face image. The lower
the threshold, the greater the similarity with the
prototype. The distances from the feature vector of
the input image to the feature vectors of the
prototypes were calculated. If the distance did not
exceed the threshold, a conclusion was made about
the similarity of the face in the input image with the
prototype face.

The thresholding is fast and easy to implement,
but the threshold value varies depending on the
illumination of the recognized face in the image. The
use of a single threshold value for different
illumination conditions of face images leads to a
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decreasing of the recognition performance.
Therefore, in this paper, to feature vectors of face
images obtained using the FaceNet network,
correlation for prototype matching, a nonlinear
SVM, and logistic regression were used as
classifiers.

Correlation for prototype matching

According to the correlation for prototype
matching, the correlation coefficients between the
feature vector of the classified image and the feature
vectors of the prototype images are calculated [19].
The similarity with the prototype is determined by
the highest value of the correlation coefficient. The
theoretical base of this method is its optimality in
detecting a deterministic signal in Gaussian white
noise.

In this work, correlation coefficients of
Pearson, Spearman, and Kendall were used and
researched for correlation with the standard of face
images.

The Pearson correlation coefficient
characterizes the existence of a linear relationship
between two quantities. Let two vectors of features
identifying a face image be given as X=(X1, ..., Xn),
y=(Y1, ..., ¥n), Where n is the number of face image
features. The Pearson correlation coefficient is
calculated by the formula

o = Z?=1(xi — X) (Yi - 3_’)
SN N CTEE OB A R

where x,y are the sample means of x and y, rye[—
1, 1]. If |ryy |=1, then x, y are linearly dependent. If
Iy is close to 0, then x, y are linearly independent
[19].

Spearman and Kendall correlation coefficients
are measures of linear relationship between random
variables. These coefficients are rank coefficients,
that is, not numerical values are used to estimate the
strength of the dependence, but the corresponding
ranks. The coefficients are invariant with respect to
any monotonic transform of the measurement scale.
Spearman correlation coefficient for two feature
vectors X=(X1, ..., Xn), Y=(Y1, ..., Yn), identifying face
images is calculated by the formula

6

— Y (R, —S;
n(n-1)(n+1) i=1(Ri = S1),

where R; is the rank of element x; in feature vector
X; Si is the rank of element vy; in the feature vector

p=1-

The Kendall correlation coefficient is calculated
as

1=2T/(n(n-1)),
where T= Ziqsign(xi—xi) sign(yi-yi).

Coefficients pe[-1, 1] and te[-1, 1]. Equality
p=1 or t=1 indicates a strict direct linear
dependence, and p= —1 or t= -1 indicates inverse
dependence.

Correlation for prototype matching differs from
other classifiers its high classification performance.
However when processing with big data, this
classifier is characterized by significant compu-
tational costs, since it is necessary to compare the
input feature vector with all prototype feature
vectors each time. When processing a significant
number of images, it is more expedient to use SVM.

Support Vector Machine

SVM was originally intended to classify objects
into two classes. It allows you to choose the optimal
location of the separating surface so that it is located
at the maximum distance from the elements of each
of the classes, i.e. in the middle of some strip that
separates these elements. The separating surface is
constructed as a result of learning the SVM on the
training set of examples {X, Y«, k=1, ..., K}, where
Xk 1s the feature vector of the kth example, xx €R", n
is dimension of the feature space (in our case
n=128), y«x e{-1, 1} is the corresponding output of
the kth example, K is the number of the training set
examples [20]. When learning the SVM, the
Lagrange multipliers ow, k=1, ..., K; are determined
by solving the dual problem of minimization of the
functional

K 1 K
L(w) =Zai _Zzza aj yly](p(xl'xj)

i=1 i=1j=1

with constraints Y5, a; y; = 0, 0<ou<C, k=1,..., K.
C is a regularization parameter that can be selected
based on the experience of the researcher or
obtained together with Lagrange multipliers when
solving the optimization problem; ¢(X, xx) is the
kernel function [20]. In this paper the radial basis
function kernel o(x, xx)=exp(~y|Ix— x| is used. y is
the parameter of the radial basis function, ||-|| is the
norm in the space L, [21]. After obtaining the values
of the Lagrange multipliers ok, k=1,..., K; the
separating surface f(x) is defined by the
formula £ (x) = Xi=1 yk wie@(x, xi.).

The wuse of support vectors reduces the
computational costs of training and classification.
Learning the SVM leads to solving a quadratic
optimization problem, which has a unique solution.
This, as well as the obtaining of a separating strip of
maximum width between classes, improves the
classification performance. The disadvantages of the
SVM are the complexity of selecting of the kernel
function and the regularization parameter. In
addition, it is essential the low robustness to noise.
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The classification result is strongly influenced by
outliers and noise in the original data.

Logistic regression

Logistic regression is used to build a linear
classifier that describes the a posteriori probabilities
that objects belong to classes [21]. The linear
function f(x)=w'x+b is used as a separating surface,
where w=(Wi,..., Wy) is the vector of weight
coefficients, xeR" is the feature vector of the
classified object, b is the bias parameter. The
parameters of the logistic regression are estimated
from the training set {x«, y«, k=1, ..., K} as a result
of minimizing the loss function E(w,b) in w and b:

K n
E(w,b) = %Z In(1 + exp(—y;f (x;)) + CE sz.
i=1 j=1

The first term of the E(w,b) corresponds to the
logarithm of the logistic loss function, which
evaluates the approximation error on training set
examples. The second term is regularizing. It
provides the ability of the classifier to generalize,
and C>0 is the regularization parameter [22].

Stochastic gradient descent was used to
estimate the vector w of logistic regression weights
and parameter b. The application of this method for
optimizing the functional E(w,b) implies that only
one sample of the training set or some subsample of
the training set is used to calculate the gradient of
the loss function to calculate the approximation of
the parameters w, b at the current iteration. This is
difference of stochastic gradient descent from
classical gradient descent, where the gradient of the
cost function is calculated as the sum of the
gradients from each sample of the training set [23].

The advantages of logistic regression are low
computational costs when processing a large amount
of data, the interpretability of regression parameters,
and the ability to obtain the probabilities of
classifying an object to different classes. However, if
the separating surface has a complex shape, then the
classification performance using logistic regression
is reduced.

4. EXPERIMENTAL RESEARCH OF
CLASSIFIERS FOR AN INFORMED
SELECTION IN FACE RECOGNITION

For research, the Face Place image dataset
which is open for use in research and publications
was selected [16]. This dataset contains images of
more than 200 people of different races with
constant lighting, different facial expressions, real

emotions and masking. Images are in jpeg format
with a resolution of 250x250 72 dpi and 24-bit color.

The results of the classification of feature
vectors for face images using the researched
methods and the thresholding [9, 14], [17] were
evaluated by calculating the probability of correct
classification Accuracy, precision Pr, recall Rc, and
F-measure F [4, 24], [25]:

_ 2PrRc _ TP

~ Pr+Rc’ "TTPTFP
Re — TP p B TP+ TN
C—m, ccuracy = T,

where TP is the percentage of images from the class
labeled “Accept” that are correctly assigned to the
class labeled “Accept”; FP is the percentage of
images from the class labeled “Reject” that are
incorrectly assigned to the class labeled “Accept”;
FN is the percentage of images from the class
labeled “Accept” that are incorrectly assigned to the
class labeled “Reject”; TN is the percentage of
images from the class labeled “Reject” that are
correctly assigned to the class labeled “Reject”.

First, the face classification performance was
evaluated using correlation for prototype matching.
20 prototype face images were selected (Fig. 1) and
27 images to be recognized (Fig. 2). Images F1-F9
belonged to a person on the M1 prototype, images
F10-F18 belonged to a person on the M2 prototype,
images F19-F27 belonged to a person on the M3 and
M4 prototypes (the same person is on the M3 and
M4 prototypes), and other images had to be rejected.
Each of the 27 images differs in illumination and
head rotation.

Correlation for prototype matching was
researched using Pearson, Spearman, and Kendall
correlation coefficients. It is compared with a
thresholding with a coefficient of 0.6 selected in [9,
14]. Preliminary research have shown that in order
to match the input images to prototypes, it is
sufficient to set thresholds of 0.95; 0.95; 0.85 for
Pearson, Spearman and Kendall correlation
coefficients respectively.

Analyzing the obtained results (Table 2) note
that correlation for prototype matching showed the
classification  performance higher than the
thresholding. The Pearson correlation coefficient
was chosen for use in the further experiment. Its
values for images with the same head rotation, but
with different illumination, when compared with the
prototype, differed less than the values of the
Spearman and Kendall correlation coefficients.
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Fig. 1. Prototype images to research of the classification performance using correlation for

prototype matching
Source: compiled by the [16]
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Table 2. The results of the classification of face images with correlation for prototype matching

Classifier Accuracy Pr Rc F
Thresholding 0.920 0.456 | 1.000 0.626
Correlation for prototype matching (Pearson's coefficient) 1.000 1.000 | 1.000 1.000
Correlation for prototype matching (Spearman coefficient) 1.000 1.000 | 1.000 1.000
Correlation for prototype matching (Kendall coefficient) 0.989 1.000 | 0.833 0.908

Source: compiled by the authors

Also the face image classification performance
is researched using correlation for prototype
matching, non-linear SVM, and logistic regression.
Ten prototype face images were selected (Fig. 3) and
45 images to be recognized (Fig. 4). Images of the
same person differed in the head rotation. The input
image U21-U25 corresponded to the prototype G1,
images U26-U30 corresponded to the prototype G2,
images U31-U35 corresponded to the prototype G3,
images U36-U40 corresponded to the prototype G4,
images U41-U45 corresponded to the prototype G5,
images U1-U20 had to be rejected.

450 epochs were used to train the logistic
regression with regularization in the space of L.
functions, and 1000 epochs were used to train the
SVM.

Analyzing the obtained results (Table 3) note
that correlation for prototype matching showed the
classification accuracy 3.5 % higher than the
thresholding, precision 6.5 % higher than the
thresholding, F-measure 3 % higher than the

thresholding. In recall similar results were obtained.
The non-linear SVM showed the precision 6.5%

G2

O
6 @

higher than the thresholding, classification accuracy
and F-measure up to 1.5 % higher than the
thresholding. However, the non-linear SVM s
characterized by the recall 4.5 % lower than the
thresholding.

It is known that as a result of classification to
achieve an increasing both precision and recall
simultaneously is in principle impossible. An
increase in recall, which is typical for more
“optimistic” classifiers, leads to an increase in FP,
the number of false positive recognitions (the
number of images from the class labeled “Reject”
incorrectly assigned to the class labeled “Accept”)
and a decrease in precision. Correlation for
prototype matching, non-linear SVM, and logistic
regression used in this paper are more “pessimistic”
compared to the thresholding. It means that their use
leads to an increase in FN which is the number of
false negative recognitions (the number of images
from the class with the label “Accept” incorrectly
assigned to the class with the label “Reject”) and a
decrease in recall.

e
e

G10

Fig.3. Prototype images to research of the classification performance using correlation for

prototype matching, non-linear SVM, and logistic regression
Source: compiled by the [16]

Table 3. The results of face image classification with correlation for prototype matching, support vector
machine, and logistic regression

Classifier Accuracy Pr Rc F
Threshold 0.964 0.940 1,000 0.969
Logistic regression 0.822 1.000 0.680 0.810
Support Vector Machine 0.978 1.000 0.961 0.980
Comparison with the standard (Pearson’s coefficient) 0.998 1.000 0.996 0.998

Source: compiled by the authors
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Fig.4. Input images that are to be recognized to research of the classification performance using

correlation for prototype matching, non-linear SVM, and logistic regression
Source: compiled by the [16]

CONCLUSIONS

As a result of the analysis of the literature, a
number of papers are devoted to the use of neural
networks only for extraction of feature vectors of
face images. The classification of the obtained
feature vectors is then performed by known
methods, namely, thresholding, a linear support
vector machine, nearest neighbors, random forest. It
has been observed that the lighting conditions in
which the images were obtaned and the turning of
the head affect the shape of the separating surface
and can decrease the feature vector classification
performance for face images. Therefore, to improve
the classification performance, it was decided to use
correlation for prototype matching, a non-linear
support vector machine and logistic regression.

The performed experiment showed that
correlation for prototype matching of low-light face
images is characterized by higher classification
performance compared to the thresholding.
Moreover, the use of the Pearson and Spearman
correlation coefficients showed similar results, and
when using the Kendall correlation coefficient, the

worst classification performance was obtained
compared to the Pearson and Spearman coefficients.
The research of the classification performance of
images of faces that differ in turning of the head
showed the following. Correlation for prototype
matching is more appropriate to use with small
amounts of data due to the high classification
performance and low computational complexity,
since a small amount of data does not require a
significant number of comparisons. However, on
large amounts of data, the non-linear support vector
machine requires less computation and shows
similar classification performance. Using the results
of the experiment, the researcher can select
classification methods for a specific set of face
images, preliminarily representing them with feature
vectors using the network FaceNet.

Further research can be devoted to determining
the relevancy of features obtained as a result of the
application of the network FaceNet. It is expedient
to use the calculated values of the feature relevancy
rate to reduce the dimension of the feature space.
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AHOTALIS

B pesynbrari aHamily mitepaTypu OyNd BHIUICHI OCHOBHI METOJM pO3Mi3HABAHHS OOIMYb HA (parMeHTax KOJIbOPOBUX
300pakeHb: THyUYKe MOPIBHAHHA Ha Tpadax, MPUX0oBaHi MapKiBChKi MOZIET, aHaJi3 TOJIOBHUX KOMIIOHEHTIB, HEHPOMEPEKEBI METOIH.
IMpoananizoBaHi MeroaM poO3Mi3HABaHHS OONMYb, BIAOMI 3 JIITEPaTypHd, B OCHOBHOMY XapaKTePH3YIOThCS 3HAYHHMH
00YHCITIOBATEHUMH BUTPAaTaMH Ta HEBHUCOKOIO SKICTIO pO3Mi3HaBaHHS. BHHATKOM € HelipoMepekeBl METOIN pO3ITi3HaBaHHS 00IHYb,
SIKI TMICJIST 3aBepIICHHS] HaBYaHHs JO3BOJIIIOTH OTPUMATH BUCOKY SKICTh PO3Mi3HABAHHSA IPH MalIuX OOYHCIIOBAaJBHMX BUTpATax.
OpHak 1pH 3MiHI €TaJOHHUX 300paKeHb 00INYb YaCcTO BUHUKAE HEOOXITHICTh JOBU3HAUCHHS apXiTEKTYPH MEPEXKi Ta IepeHaBYaHHS
Mepexi. OcoONIMBOCTAMH HEHpOMEpe)KeBHX METOMAIB € CKJIAJHICTh BHOOpY apXiTeKTypu Mepexi Ta i HaBuaHHS. Psg pobir
MPHUCBSYEHO BUKOPUCTAHHIO HEHPOHHUX MEPEeX JIMIIE ISl TOOYI0BH BEKTOPIB 03HaK 300pakeHb 00nyb. Kiacudikaris orpuMaHux
BEKTOPIiB 03HAK BUKOHYETHCS BI/IOMUMH METO/IaMH: TIOPIBHSAHHSM 3 TIOPOTOM, JIiHIHHOIO MAaIIMHOIO OTTOPHUX BEKTOPIB, HAHOMMKINX
CycCiniB, BUITAAKOBUM JlicoM. Bysio moMiueHo, 1110 yMOBH OCBITJICHHS, B SKUX OTPHMaHi 300pakeHHs], i TOBOPOT I'OJIOBH BIUTMBAIOThH
Ha (GOopMy MOBEPXHi, II0 PO3AUILE, 1 MOXKYTh MOTIPIIUTH AKICTh KiacH(DikaIlii BEKTOpiB 03HAK IUIA 300pakeHb 001myb. ToMy muist
IiIBUIICHHS SKOCTI Kiaacuikaliil BUPIlIEHO BUKOPUCTOBYBATH KOPEJIALIiiiHE 3iCTaBICHHS 3 €TaJOHOM, HEJiHiifHy MalliMHy OMOPHUX
BEKTOPIB i JtoricTruHy perpecito. [IpoBeaeHNIT eKCIIEPUMEHT MOKa3aB, 110 KOpesLiiiHe 3iCTaBICHHS 3 €TAJIOHOM B YMOBax MOTaHOTO
OCBITJICHHs 300paXkeHb OCI0 BiAPI3HAETHCS BHIIMMH 3HAYCHHSMH IMOKa3HHKIB SIKOCTi Kiacu(ikauii MOPIBHIHO 3 MOPOrOBUM
knacudikaropom. Ipraomy 3actocyBaHHs KoedimieHTiB kopermsnii Ilipcona ta CripmeHa moka3ano TOAIOHI pe3ynbTaTd, a IpH
BHKOpHUCTaHHI KoedimieHta kopesinii Kenmenna Oyno oTpumaHO ripini 3HaueHHsS MOKAa3HHUKIB SKOCTI Kiach@ikaiil MOpiBHSIHO 3
koe¢imienramu Ilipcona ta Crmipmena. JlocmipkeHHS sKOCTI Kinacugikamii 300pakeHb 0ONHYb, IO BiAPI3HAIOTHECS MOBOPOTOM
TrOJIOBH, i3 3aCTOCYBAHHSIM KOPEJSALIHOTO 3iCTaBJICHHS 3 €TAJIOHOM, HEJiHIHOT MallIMHK OMOPHUX BEKTOPIB Ta JIOTiCTHYHOI perpecii
nokasano HactymHe. KopesuiiiHe 3icTaBiIeHHs 3 eTaJOHOM OUIBII JOLIJIEHO BUKOPUCTOBYBATH MPH MalMX 00cCsArax JaHUX 3aBISKU
BHCOKIH sSIKOCTI Kiacudikarlii Ta HeBEIHKii 00YMCITIOBATIBbHINA CKITAHOCTI, OCKIJIBKH MaIHil 00CAT JaHUX BUMAra€ BEJIUKOI KiTbKOCTi
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nopiBHsAHb. OfHAK Ha BENMKHX 00CATaX NaHWX HeJiHIfHa MallMHA OIOPHHMX BEKTOPIB BUMarae MEHINOi KUIBKOCTI OOYHMCIEHb i
MOKa3ye CXOXKY sIKicTh Kiacu(ikauii. BUKOpHCTOBYIOUH pe3ybTaTH MPOBEICHOI0 EKCIIEPUMEHTY, JOCIIAHIK MOXEe BUOpAaTH METOIH
Kinacudikaii 111 KOHKPETHOT0 Habopy 300paskeHb 00JINYb, TONEPEHBO MPEICTABUBINH TX BEKTOPAMH O3HAK 3a JOMOMOTOK MEPEKi
FaceNet.

Knrouogi cnosa: posmizHaBaHHA 00mmdb; FaceNet; sroprkoBa HelipoHHa Mepeska; KOpeJsiHiiiHe 3iCTaBICHHS 3 €TaJIOHOM;
MallrHa OMOPHUX BEKTOPIB; JOTICTUYHA PErpecis; INO0Ke HaBYaHHS
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