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AUTOMATION OF THE PREPARATION PROCESS WEAKLY-STRUCTURED
MULTI-DIMENSIONAL DATA OF SOCIOLOGICAL SURVEYS IN THE
DATA MINING SYSTEM

Abstract. In order to obtain knowledge about the target audience, the preparation process of weakly-structured multi-
dimensional data of sociological surveys were automated. The following techniques have been developed for automating data prepa-
ration: machine representation, preprocessing of the data from the sociological surveys in order to clean and filter it,
transformation of data into feature space based on a formalized research objective, nonlinear dimensionality reduction and visuali-
zation of the multi-dimensional data. As research has shown, the procedures associated with obtaining of primary and secondary
feature spaces are the most significant. The Orange3 framework, which includes component-based data mining software and is used
as a module for Python, were used to create IT of preparing weakly structured multidimensional data of sociological surveys in the
Data Mining system. Approbation of the automated preparation process of weakly-structured multi-dimensional data within the
sociological surveys Data Mining system allowed to increase the reliability of decision-making on the lifestyle of the respondents

compared to a sociologist of the master's qualification level and the respondents own responses.
Keywords: information technology; data mining; pre-processing; preparation process of data; sociological surveys

Introduction and formulation of the research
problem. Conducting various sociological surveys,
questioning or interviewing with subsequent analysis
of the resulting empirical weakly-structured multi-
dimensional data is the most common way to obtain
information about the target audience in the form of
patterns — non-trivial knowledge, having considera-
bly smaller dimensionality as compared with the
original data [1].

Patterns consist of structured quantitative met-
rics or qualitative assessments of behavioral, social
demographic, geographical, psychophysical, medical
or any other characteristics of the data. Such patterns
can be presented in a convenient visual form and
with the interpretation of an expert-sociologist; they
turn into knowledge about the target audience. Such
knowledge helps experts in the subject area to make
informed decisions when planning business strate-
gies. For example, in order to make decisions about
the organization of a specialized library and infor-
mation services, an expert analyst needs to assess the
interests, requirements and preferences of the target
audience, using personal data (gender, age, educa-
tional background), activity (frequency and purpose
of library visits, the basis for literature choice), liter-
ary preferences (entertaining, professional, etc.) [2].
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A complete examination of a graduate's
knowledge with the subsequent formation of rec-
ommendations on the specifics of employment is
impossible without assessing data from sociological
surveys on the adequacy of curricula and technology
classes, etc. [3].

As a result, a class of data mining tasks has
been formed. Data mining makes it possible to de-
tect previously unknown, practically useful and ac-
cessible interpretations of knowledge necessary for
making decisions regarding the target audience be-
ing studied in raw empirical sociological data [4].
The current level of development of information
technologies allows the automation of the prepara-
tion process of multi-dimensional empirical weakly
structured data of sociological surveys to obtain in-
formation about the target audience in the form of
patterns of smaller dimensionality for visual repre-
sentation in the decision space [5-6].

Analysis of existing scientific achievements
and publications. From the point of view of the ex-
pert-sociologist, the process of obtaining infor-
mation about the target audience based on the analy-
sis of empirical data which consists of a cyclical se-
quence of the following mandatory steps [7-8]:
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1) Awareness of theoretical or practical insuffi-
ciency of available knowledge about the target audi-
ence.

2) Formulation of the problem and hypotheses
(in qualitative research hypotheses are usually for-
mulated at later stages of the study).

3) Collection (selection) of empirical material
on the basis of which hypothetical assumptions can
be confirmed or refuted.

4) Analysis of empirical data using various
methods, strategies, research programs and models.

5) Interpretation of the processed data and deci-
sion-making, explanation of the social phenomenon.

6) Redefining and refining a problem or hy-
pothesis leading to a new research cycle.

In the modern world, conducting sociological
research is associated with the need to analyze large
and rapidly growing volumes of empirical data that
exceed a person's ability to process them [9-10].
Therefore, Data Mining methods are gradually be-
coming the most popular tools for an expert-
sociologist. The advantages of the following tech-
nologies were used in the development of data min-
ing technology:

— online transaction processing (OLTP), which
is limited to relational databases technology (SQL)
as the main tool for efficient storage, retrieval and
management of large amounts of data [4; 9; 10];

— online analytical processing (OLAP), which is
focused on the use of non-relational databases and
data warehouses (NoSQL), includes data cleaning and
integration and uses for data analysis functions such
as consolidation, aggregation, summarizing, viewing
information “from different angles™ [4; 9; 10].

Traditionally, in the process of Data Mining the
following stages are distinguished (Fig. 1) [4]:

1. Collection or Selection of data for analysis.

2. Preprocessing. At this stage missing values,
inconsistencies and random “noise” are imputed
from the source data (cleaning/filtering), data is
merged from several possible sources into one stor-
age (integration).

3. Transformation. At this stage, the data is
converted to a form suitable for analysis. Data ag-
gregation, attribute discretization, data compression,
and dimensionality reduction are often used.

4. Data mining. Within this stage, Data Mining
algorithms are used to extract patterns.

5. Interpretation/Evaluation of found patterns.
This stage may include visualization of the extracted
patterns, identification of useful patterns based on
the utility function.

6. Use of interpreted/visualized patterns and
new Knowledge by subject matter experts.

The tasks of data processing solved at the stag-
es of selection, preprocessing and transformation of
data that precede the actual data mining are pro-
posed to be combined into a comprehensive stage of
Data Preparation for further modeling.

Let's consider some problems in automating the
process of preparing sociological surveys data in
terms of Data Mining.

At the stage of collecting (selecting) data for
analysis (Fig. 1), an expert-sociologist, based on the
existing knowledge of the target audience or its in-
sufficiency, solves the problem of hypothesizing,
which must be confirmed or refuted as a result of a
sociological research. At the same time, the hypoth-
esis at the qualitative level establishes a connection
between empirical sociological facts or groups of
facts and some explanation of a sociological phe-
nomenon. For example, as a formalized goal of a
sociological survey, it is hypothesized that the de-
pendent variable (lifestyle) changes depending on
some reasons (quality of food, alcohol consumption,
playing sports, etc.), which are independent varia-
bles. Next, an expert sociologist solves problems
related to the actual collection (selection) of targeted
sociological empirical data that can confirm/refute
the hypothesis put forward. Such data can be defined
as primary information of any kind, obtained as a
result of one of the many types of sociological in-
formation gathering [7-8].
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Fig. 1. The sequence of knowledge extraction stages based on the Data Mining approach

As a rule, to conduct in-depth analytical studies,
data is collected through questionnaires and inter-
views with a “complex” structure. Any empirical
data is always somehow structured. Depending on
the degree of structuration of the data, it is divided
into the following types [7-8]:

— unstructured data is text-type data obtained
in the process of conducting various types of inter-
views, texts of answers to open questions, and any
other texts or documents that the sociologist refers to;

— strongly-structured data is data that exists in
the form of matrices of any type (i.e. tables), ob-
tained through a part of the questionnaire (interview)
according to the closed-question scheme;

—  weakly-structured data is data of an interme-
diate type, not only quantitative, but also categorical
(nominal and ordinal) types, as well as data which
exists in textual form. However, this type of data is
specially organized. Examples of such data are data
with a limited number of unique values or categories.
As a rule, they contain answers to open questions of
the questionnaire (interview) with a limited field of
searching for answers, either obtained by the method
of unfinished sentences (test for sentence completion)
or by the method of repertory grids (G. Kelly's theory
of personality constructs) [11]

At the stages of Data Preprocessing and Data
Transformation (Fig. 1), an expert-sociologist is
faced with the task of formalizing and structuring
data related to the organization of multi-dimensional
feature space. Hence, special methods of text recog-
nition and analysis (OCR and Text Mining) are used
for the transformation of unstructured data into the
feature space for carrying out further modeling [12].
Strongly-structured data, namely a quantitative data
type is easily formalized and automatically trans-
formed into a multi-dimensional feature space. For
formalization and structuring of weakly-structured

data, various methods of data preprocessing are
used: cleaning, filtering, normalization, encoding,
etc. As a result of such preprocessing, weakly-
structured data of sociological surveys is trans-
formed into a multi-dimensional feature space. Be-
fore applying data mining techniques, the task of
dimensionality reduction of the feature space should
be solved.

Thus, the complexity of developing Data Mining
technologies and systems for solving problems of
extracting knowledge about the target audience is as-
sociated with the need at the Preparation stage of
using data which is weakly-structured and uncertain
because it is collected from various sources, interpret-
ed using different scales and often contradicts itself.
An expert decision to classify the respondent to a par-
ticular class based on the analysis of the characteris-
tics of such data is ambiguous and depends on the
qualification of an expert-sociologist. This leads to
the need to automate the process of preparation of
weakly-structured multi-dimensional data of socio-
logical surveys in Data Mining Systems.

The goal and tasks of the research. The goal
of the research is to develop an information technol-
ogy to automate the preparation process of weakly-
structured multi-dimensional data of sociological
surveys in order to extract knowledge about the tar-
get audience, which will increase the accuracy of
decision-making.

To achieve this goal, the following tasks must
be solved:

1. Development of a preprocessing method for
sociological surveys data for the purpose of cleaning
and filtering it.

2. Development of a transforming method for
preprocessed data, hence we can turn it into a feature
space, taking into account the formalized goal of the
study.
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3. Using the technique of nonlinear dimension-
ality reduction and visualization of multi-
dimensional variables of the transformed data.

Research methods. As a scientific basis of the
research, a systematic approach is used when con-
ducting social surveys, questioning and interviewing
and methods and technology of Data Mining socio-
logical data. Object-oriented design was used to de-
velop an information technology. Methods of com-
puter simulation were used in the approbation of
information technology.

Presentation of the main research material
To create the information technology to automate the
preparation process of weakly-structured multi-
dimensional data of sociological surveys at the first
stage, a preprocessing method of sociological surveys
data was developed with the goal of cleaning and fil-
tering the data. The preprocessing method of socio-
logical surveys data requires the following steps:

1) Presentation of text data and their names in
English, using the Google translate and storing data
in open text format for structured hierarchical data,
such as comma-separated values (csv);

2) Checking the data of sociological surveys for
compliance with the range of permissible values of
each variable, removal of invalid values;

3) ldentifying variables which contain a large
number of missing values, deleting such variables if
they are not informative, or reducing the number of
missing values by replacing them with a mean/most
frequent value.

As a result of such preprocessing, the amount of
empirical data which is subject to further processing
decreases on average by 25 %. Hence, (Fig. 2) shows
statistics on the number of variables that contain
missing values for the sociological survey “Ukraine —
lifestyle”. The original dataset contained the answers
of 1143 respondents to 114 questions [13].

D’D_Z‘TD_ZE‘D

— I
21.0 24.0 438.0

-200 0 200 400 600 800 1000 1200 1400

Fig. 2. Boxplot of an average number of missing
values in the dataset “Ukraine — lifestyle”
per variable before and after variables imputation

When determining variables with a large num-
ber of missing values, the number of missing values
was calculated for each variable in the dataset. The

results in the form of minimum, maximum, lower
and upper quartiles, mean and standard deviation are
displayed in the form of a box plot before and after
variables imputation (Fig. 2).

At the second stage, a method was developed
for transforming the preprocessed data of sociologi-
cal survey into the feature space taking into account
the goal of the research. The transformation tech-
nique consists of three steps:

1) Formalization of the purpose of sociological
research, i.e. the hypothesis that the dependent vari-
able changes depending on the independent varia-
bles. For example, for the sociological survey
“Ukraine — lifestyle” as a formalized goal, the hy-
pothesis “lifestyle” is set. According to it, 1143 re-
spondents participating in the survey should be di-
vided into three so-called meta-classes “good”, “av-
erage” and “bad”. Classification of respondents is
made depending on their answers to 114 questions
of the questionnaire, in which they were asked to
determine, for example — the quality of their food,
alcohol consumption, sports, etc.

2) Definition of independent variables that are
relevant to the research's goal and removal of irrele-
vant variables from the primary feature space; from
the point of view of an expert-sociologist, only vari-
ables, which affect directly or indirectly the re-
spondent's lifestyle are relevant. For example, for the
sociological survey ‘“Ukraine — lifestyle”, variables
which describe information sources and taste prefer-
ences were removed from the primary feature space,
as well as motives for engaging in sports, etc.

3) Development of procedures for the normali-
zation and binarization of variables relevant to the
goal of the sociological research. For the subsequent
use of Data Mining methods, the values of variables
should be on the same scale. Continuous variables
are reduced to equal ranges, for example, from — 1 to
1, or from O to 1. The values of “yes” and “no” or
“male” and “female” are binarized, the values of
categorical variables, if necessary, are converted to a
Likert like scale, and then converted using One-Hot
Encoding (OHE) [14]. In particular, a feature that
characterizes sport activity can take 5 different val-
ues: “I don't exercise at all”, “I exercise rarely and
irregularly”, “I exercise several times a month”, “I
exercise several times a week”, “I exercise every-
day”. In this case, after encoding a feature using
OHE, 5 binary features are created, the values of all
of which are zero except for one. Fig. 3 shows
fragments of values in the dataset “Ukraine — life-
style” after the first and second stages of data prepa-
ration process.
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health assessment id  meal_frequency_breakfast meal_frequency_second_breakfast meal frequency_lunch  meal_frequency_second_lunch id  breakfast lunch dinner cereals milk vegetables meat poultry eggs fastfood tea energetic
1 Xopowee 4 Vworga Wrnorga Heckonexo pas & wegento Exceanesno 1 4.000 0.000 0000 0000 0,000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
2 ff Exeamemno Exeanesno Exeancero Exeanesno 2 5000 0000 0000 0000 0000 0.000 0000 0000 0000 0000  0.000 0000 0.000
3 Xopowee 8 Exeareso Heckonsko paz & Hegento Exeguesno Hecxonsko pas & Hegento
N q 9 Exeanesro Wnorga Wnoraa He npusnviaro 3 8.000 0000 0000 0000 0000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
s [esemes 11 Exeaesro Unoras Exeaesno Uhorzs 4 9.000 0000 0000 0000 0000 0.000 0.000 0000 0.000 0.000 0.000 0.000 0.000
6 Cpeariee 12 Exepriesro Heckonsko pas & Heaenio Wnoraz Wnoraa 5 11.000 0000 0000 0000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
2 Cpeariee 13 Exearieerio He nprrumare Exeancsno He npurinmare 6 12.000 0000 0000 1000 0.000 0.000 0.000 1000 0.000 1.000 0.000 0.000 0.000
8 Cpeanes 14 Exenesrio He npnrmar o Exeaneano Vnoraa 7 13.000 0000 0000 0000 0.000 0.000 0.000 0000 0,000 0.000 0.000 0.000 0.000
9 (s 15 Heckonbko pas neaenro_ He npuriumaaro Exeanesno Wroraa 8 14000 0000 0.000 0000 0000 0.000 0.000 0000 0000 0000  0.000 0.000 0.000
10  [Xopousee 16 Exeareero Wroraa Hecxonbxo pas s veaento Wroraa
11 [Xopowee 17 Hecxonsxo pas & neaeo  He npurmman o Exeanesro Wnoraa 9 15000 0000 0000 0000 0.000 0.000 0000 0.000 0000 0.000 0.000 0.000 0.000
12 Xopowee 18 Exeanesro Vworga Exeanesmo [FA—, 10 16.000 0000 0000 0000 0000 0.000 0.000 0000 0000 0.000  0.000 0.000 0.000
13 |Xopousee 19 Exeanesro He npurumar Exeanesno He npunumar n 17.000 0000 0000 0000 0000 0.000 0.000 0000  0.000 0.000 0.000 0.000 0.000
14 Cpeanee 20 ExepresHo He npurimay 0 Exeanesno He npunumaio 12 18.000 0000 0000 0000 0.000 0.000 0.000 0000 0.000 0.000 0.000 0.000 0.000
15  |Cpeasee 21 Exeanesno He npuruna) ] Exeguesno He npuiuaio 13 19.000 0000 0000 1000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
16 Xopouwee 23 Exepresvo Heexonsko pas & Heaenio Exearesno Hecxonsko pas & Hegenio 15 21.000 0000 0000 0000 0000 0.000 0.000 0000 0000 0.000 0.000 0.000 0.000
17 |Cpeames. 24 Exepriesro Wnorga ExeaHerHo EsKeAHEEHO
8 25 Exeaeso He npurumaa o Exepceno Uorza 16 23.000 0000 0000 0000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
19 |Xopollee 2 Exearesro He npnumaro Exeanceno Exeaneeno 7 24000 0000 0000 0000 0000 0.000 0000 0000 0000 0000  0.000 0.000 0.000
20 [Mnoxce 29 He nprrmmaro He npnrumaro He npurimare He npurinaro 18 25.000 0000 0.000 0000 0000 0.000 0.000 0.000  0.000 0.000 0.000 0.000 0.000
21 |[Xopowee 30 Exeariesro Hecxonske pas & neaenro Exeanesno Exearceno 19 28.000 0000 0000 0000 0000 0.000 0.000 0000 0.000 0.000 0.000 0.000 0.000
22 Xopowee 32 He npurimaro Wroraa Exeanesno Mnoraa 2 30.000 0000 0000 0000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
23 |Cpeariee. 33 Hecxonoko pase neaento  He npurimaro Exeanesro Wnoraa 2 32,000 1000 0000 0000 0000 0.000 0.000 0000 0000 0.000 0.000 0000 0.000
24 [Xopouwsee 34 Exearesro Wroraa Excanesno Wnoraa
2 35 Exeanesno Hecxonsko pass neaento Exeanerno Exeanesno 24 34.000 0000 0000 0000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
% }n("'""'“ | [— [o—— [Fe— Pe— 25 35000 0000 0000 1000 0000 0.000 0.000 0000 0000 0.000 0000 0000 0.000
» [ 37 Exearesro norga Exeanesno Vinoras % 36.000 0000 0000 0000 0000 0.000 0.000 0,000 0000 0.000 1.000 0000 0.000
23 |Mnoxoce 38 Heckoneko paze weaeno  Wworaa Exegnesno Wnorga 2 37.000 0.000 0000 0.000 0.000 0.000 0.000 0.000  0.000 0.000 0.000 0.000 0.000
a b
: : 113 . . .
Fig. 3. Fragments of data in the dataset “Ukraine — lifestyle”:
a — after preprocessing;
b — after transformation into a primary feature space
At the third stage, before using Data Mining Perp(P.) = 25
. . L= AUV
methods such as cluster analysis for grouping re- TP , )
spondents, and classification for subsequent assign-  yyhere H(P;) — Shannon entropy in bits:
ment of new respondents to one of the existing
groups, was used techniques of dimensionality re- H{P) =- z :,p . 10gs Dri
- - - - - - - 4 H T 1.
duction and visualization of multi-dimensional data -4 ’ 3)
J

of sociological surveys in the space of secondary
features. When choosing a dimensionality reduction
method for the feature space, the capabilities of t-
distributed Stochastic Neighbor Embedding (SNE)
and Multi-Dimensional Scaling (MDS) were com-
pared to make it possible to visualize data of socio-
logical surveys.

In general, this task can be formulated as fol-
lows: there is data of sociological surveys and each
record of it is described by a multi-dimensional vari-
able. It is necessary to obtain a new variable that
exists in the two or three-dimensional secondary
feature space, which would preserve the structure of
the initial data as much as possible.

Originally, the classical SNE algorithm [15]
transforms the multi-dimensional Euclidean distance
between points into conditional probabilities, reflect-
ing the similarity of points:

expl| - w
Py = - i -
¥ SXD | —% 'I
()

Expression (1) shows how close the point x; is
to the point x; with the Gaussian distribution of the
values of Euclidean distances around x; with a given
deviation o. The value of ¢ will be different for each
point. It was chosen so that the points in areas with
higher density have less variance. For this, the eval-
uation of perplexes is used:

In this case, the perplexion can be interpreted as
a smoothed estimate of the effective number of
neighbors for point x;. It is set as a parameter of the
method. The authors recommend using a value in
ranging from 5 to 50. The value of ¢ is determined
for each pair of x; and x; using a binary search algo-
rithm. For two-dimensional or three-dimensional
mappings of the pair xi and x;, we denote them as i
and y;. Conditional probability y; and y; can be esti-
mated using the formula (1).

exp (- [ — )
I ep( b — v IF) (4)

1 ji

If the mapping point’s y; and y; correctly model
the similarity between the original points of high
dimension x; and x;, then the corresponding condi-
tional probabilities p;i and g will be equivalent. As
an assessment of the quality with which g; reflects
pii, the Kullback-Leibler divergence is used.

Studies show that the use of the classical SNE
algorithm can be associated with difficulties in op-
timizing the loss function and the crowding problem
[15]. The use of the t-Distributed Stochastic Neigh-
bor embedding (t-SNE) algorithm significantly eases
these difficulties [16].

The loss function t-SNE has two fundamental
differences. First, t-SNE has a symmetric form of
similarity in a multidimensional space and a simpler
version of the gradient. Secondly, instead of the
Gaussian distribution for points into the visualiza-
tion space, the t-distribution (Student's distribution)
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is used, the use of which facilitates optimization and
solves the problem of crowding.

By reducing the dimensionality of the feature
space and obtaining “secondary” features using the
Multi-Dimensional Scaling (MDS) algorithm [17],
which is fed with the input matrix of pairwise dis-
tances D between objects of the set S. A matrix X is
formed at the output, containing the coordinates (X,
y) of the objects S on the plane. In this case, the ma-
trix D may contain gaps.

The MDS algorithm is based on minimization
of the mean square error of approximation of the
initial distances of matrix D. The task of minimizing
the function, called “stress” [18], should be solved:

5=y wilDy —n,).

(5)
summation in expression (5) is carried out over all
pairs of points (i, j) from the set S, for which dis-
tances Djj are given in matrix D, wi; = Dj;, Weight
Power are the weights of objects,
ri = (xi. — Xin)® + (X2 — X2)> — Euclidean distances
between the i-th and j-th objects on the plane.

The exponent of Weight Power allows the ex-
pert to orient the process of placing points on a more
accurate reflection of far (Weight Power > -2) or
close (Weight Power < -2) distances. It is considered
that the most adequate result is achieved when
Weight Power = -2. In this case, the “stress” func-
tional acquires the meaning of potential energy in a
system of points connected by elastic bonds, and the
minimization problem acquires a clear physical
meaning for finding a stable equilibrium [18].

Multi-dimensional scaling let us to calculate the
coordinates of objects in Euclidean space, based on
known pairwise distances between them. In the cur-
rent implementation, using the MDS algorithm (5), a
space of “secondary” features is formed, which are
specified using coordinates on the plane of 1143 ob-
jects (respondents), which are initially represented in
the 23-dimensional feature space. The calculated
coordinates of each respondent on a plane (similarity
map) are set using the values of radius R centered at
the origin of the coordinates (Fig. 4). On the similar-
ity map, it's not the coordinates of points that are
important, but their relative positions. Studies have
shown that use of the MDS algorithm in comparison
with the t-SNE is more preferable if the objects in
the initial feature space (see Fig. 3, b) are represent-
ed using binary vectors.

R

Fig. 4. Map of respondents similarity, built using
MDS projections by the dataset “Ukraine — lifestyle”

Approbation of sociological surveys data prep-
aration IT using the study “Ukraine — lifestyle”

The following basic tools were used to create IT
of preparing weakly structured multidimensional data
of sociological surveys in the Data Mining system: an
interpretable, interactive, object-oriented programming
language Python; Orange3 framework, which includes
component-based data mining software and is used as a
module for Python; the Scikit-Learn library, which
implements machine learning for Python, as well as
interacting with the numeric and scientific libraries of
Python NumPy and SciPy.

For approbation of the developed IT, the socio-
logical surveys data obtained directly from 1143
respondents in the form of their answers to 114
guestions on the topic “Ukraine — Lifestyle” [13]
were used. The purpose of the analysis is to deter-
mine how healthy the respondents are. Initially, all
respondents, depending on their responses to the
questionnaire, should be divided into three meta-
classes — “good”, “average” and “bad”.

The analysis of the effectiveness of the devel-
oped IT data preparing for automation of the first
three data processing stages in the Data Mining sys-
tem (see Fig. 1) was carried out using classification
accuracy (CA) metric:

B TP4+TN
 TP+TN4+FP+FN

CA

6) |

where TP — true positive; TN — true negative; FP —
false positive; FN — false negative solutions.

As an input vector (feature vector), data from
two-dimensional space of “secondary” features were
used, which was obtained using the MDS-projection
of values of radius R with the center at the origin.

To obtain two-dimensional space of “second-
ary” features were used (Fig. 5):
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— case 1 — 77-dimensional data, represented by
variables which were obtained from the initial dataset
after the first stage of IT data preparation (Fig. 5, a);

— case 2 — 23-dimensional data, represented by
feature space after the second stage of IT data prepa-
ration (Fig. 5, b);

— case 3 — 36-dimensional data obtained by an
ex-pert- sociologist as answers of respondents to 12
questions relevant to the research being execute
(Fig. 5, c).

When visualizing the results of the classifica-
tion of respondents in Fig. 5, the following classifi-
cation solutions were used as an output vector (tar-
get vector):

— case 1 — a respondents' own decision about
their belonging to one of the three meta-classes
(Fig5,2);

— case 2 — an automated decision on the affili-
ation of respondents to one of 6 clusters, which was
made by Data Mining system (Fig. 5, b);

- case 3 — a decision on the affiliation to one
of the three meta-classes, which was taken by an
expert-sociologist on the basis of using their own

bt
LA B

v
Vv v

method (Fig. 5, ).

The method used by an expert-sociologist in the
distribution of the respondents to the met classes
based on the analysis of their responses to the
“Ukraine — lifestyle” survey consisted of the follow-
ing steps:

a) 3 meta-classes were defined, taking into ac-
count the formalized goal of the research;

b) 12 relevant features were determined for the
subsequent respondent’s classification;

c) the response space for each relevant feature
was divided into categories, in accordance with a
given number of meta-classes;

d) if a respondent chose a definite answer from
a category to a specific question, he'd get 1 point in
the corresponding category;

e) the respondent belongs to the meta-class cor-
responding to the category in which he or she scored
the maximum amount of points;

f) if the maximum cannot be determined, the re-
spondent is ignored.

Fig. 5. Visual presentation of the results of the respondents classification by the dataset “Ukraine — life-
style”:
a — in accordance with their own decision (3 meta-classes: © — “bad”, X — “average”, V— “good”);
b — in accordance with an automated solution of the Data Mining system

(6 meta-classes © —“good”, X — “bad”, v— “very bad”,+ —

“rather bad”, ©— “very good”, O — “average”);

¢ — in accordance with the decision of an expert-sociologist
(3 meta-classes: © — “good”, X — “average”, V — “bad”)

Analysis of the visual representation of classifi-
cation results of respondents to the “Ukraine — life-
style” sociological survey allows us to conclude that
it is impossible to obtain reliable decisions about the
belonging of the respondents to certain meta-class
without using data preparation IT. Labels of the 3
meta-classes (Fig. 5, a & Fig. 5, ¢) are located in the
intersecting areas. While for data obtained using the
developed IT, the respondents fit into six practically
non-intersecting classes (Fig. 5, b). Also, it was fair-
ly easy to build classifying surfaces.

To obtain quantitative characteristics of the re-
liability of classification decisions, the following
experiment was conducted. From the initial dataset,
a new dataset was formed based on the respondents'
answers to questions which are “guaranteed” by the
expert to be significant for the analysis. They refer
to two polar meta-classes — “bad” and “good”. Thus,
144 respondents were assigned to the “bad” class
and 375 of them to the “good” class.

Figure 6 shows the classification accuracy of 519
respondents for the two polar meta-classes. The clas-
sification was carried out using the Data Mining sys-
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tem. Feature and target vectors were obtained from a
new artificially formed dataset in accordance with the
conditions of the previous experiment. According to
it, feature wvector consisted of data from two-
dimensional secondary feature space, which were
obtained using the MDS-projections of values of radi-
us R centered at the origin for cases 1, 2 and 3.

The following classification decisions were used
as the target vector: respondent's answer (case 1),
Data Mining system's (case 2), and a expert-
sociologist's (case 3).

The classification accuracy was determined ac-
cording to (6).

A

0,99
0,95

0,9
0,85
0,8
0,75
0,7
0,69
0,65
0,6

0,57
0,55

0,5

case 1 case 2 case 3

Fig. 6. The results of the accuracy of classification
of respondents by lifestyle for two meta-classes with
the proposed processing case

Thus, the use of the developed information
technology made it possible to increase the accuracy
of the classification of decisions for two artificially
created polar classes by 30 % compared with the
expert-sociologist and by 43 % compared with the
respondents own decision.

Conclusions and prospects for further re-
search. Information technologies have been devel-
oped to automate the preparation process of weakly-
structured multi-dimensional data from sociological
surveys to extract knowledge about the target audi-
ence. The technological solutions are based on the
following developed techniques:

— preprocessing of the data from the sociolog-
ical surveys in order to clean and filter it;

— transformation of data into feature space
based on a formalized research objective;

— nonlinear dimensionality reduction and vis-
ualization of multi-dimensional variables.

As research has shown, the procedures associ-
ated with obtaining of “primary” and “secondary”
feature spaces are the most significant. The use of
the developed information technology by the dataset
“Ukraine — lifestyle” made it possible to increase the

accuracy of classification decisions for two artifi-
cially created polar classes by 30 % compared with
the expert-sociologist and by 43 % compared with
the respondents own decision.

The developed information technology for the
preparation of sociological surveys data in conjunc-
tion with the Data Mining System is recommended
for the analysis of multi-dimensional weakly-
structured data obtained from various sociological
surveys, questionnaires or interviews. Presented in a
visual form convenient for experts, the knowledge
gained about the target audience makes it easy to take
it into account when making informed decisions.
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Anomauia. /[na ompumanHs 3HAHL NPO PECNOHOEHMIB COYIANbHUX O0CTIONHCEHb Npu po3poodyi iHpopmayitinoi mexunonoeii
iHMeneKmyanbHo2o aHanizy agmoMamu308ano eman ni020moeKu ciabo CMpyKmyposaHux 6a2amosumipHux OAHUX COYIONOLTUHUX
onumysany. [Qna aemomamusayii niocomoexu Oanux po3pooneno iHGopmayiiny mexHonoz2ilo AKa 0a3yemvcs HA HACMYNHUX
MEMoOUKax: MAWUHHO2O NPeOCMAGLeHHs. , O4UWjeHHs ma Qinempayii oanux;, mpanc@opmayii OuUWeHUx OaHux 6 Npocmip
NEPEUHHUX O3HAK 3 YPAXYBAHHAM QOPMAni308anoi memu OOCHIONCEHHs, HENHIUHO20 3HUNCEHHS. POSMIPHOCI 0a2amosuMipHo2o
NpOCMOpy NEPSUHHUX O3HAK OJisk N0OYO08U 0B0BUMIPHO20 NPOCMOPY 6MOPUHHUX O3HAK ma ix nodanvuwioi eizyanizayii. Anpobayis
inghopmayitinoi mexnono2ii nid2omosxu 6a2amosUMIPHUX C1ab0 CMPYKMYPOSAHuXx OaHux cniloHo 3 cucmemoro Data Mining na
OAHUX COYIONOSIUHUX ONUMYEAHb 00380IUNA NIOGUWUMU OOCMOGIPHICMb NPULIHAMMA PIleHb RO CTMUII0 JHCUMMSL PECNOHOEHMIE Y
NOPIBHAHHI 3 COYION020M K8ANIDIKAYIIHO20 PigHsL Mazicmp ma i3 61ACHUM SUSHAYEHHAM PeCHOHOeHmIg. Sk noxkazanu 00ciodicenHs:
PO3poONeHOi iHopMayiiHol mexHOoNo2i ni020MOSKU OAHUX COYIOIOSTYHUX ONUNMYBAHb, HAUOLIbW GNAUGOBUMU HA Pe3YTbmMam
ananizy € npoyedypu, w0 nogsizani 3 noby0080I NPOCMOPI6 NEPEUHHUX | BMOPUHHUX O3HAK 0151 NOOATbULO2O NPOBEOEHHS
Kknacmepizayii ma knacughikayii  [Ilpedcmaeneni 6 3pyuHoMy ONisi eKCHepmMie GI3YAIbHOMY GUeA0l, OMPUMAHI 3HAHHA NPO
00cniodHCy8any Yinbogoi ayoumopiro 00360J410Mb 1e2KO 6paxosyeamu ix npu npuiiHammi oOIPYHMOBAHUX piuieHb gaxieyimu 6
npeomemuoi obnacmi.

Knrouosi cnosa: inghopmayitina mexnonocis, inmenexmyanvruil ananiz oanux, cucmemu Data Mining; nonepeowns obpobxa;
COYIONOTUHI ONUMYBAHHS
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ABTOMATHU3ALUA ITPOIECCA IOATI'OTOBKU CJIABO CTPYKTYPUPOBAHUX
MHOI'OMEPHBIX JTAHHBIX COHUOJIOI'MYECKHUX OITPOCOB B
CUCTEME DATA MINING

Annomavusn. /{1 nonyyenus 3Hanuili O PECNOHOEHMAX COYUANbHBIX UCCIEO008AHULL NpU paspadomke UHGOPMAYUOHHOT
MEXHONO02UU UHMENLTEKMYWIbHO20 AHAIU3A AGMOMAMUSUPOSAH IMAN NOO20MOEKU CAA60 CMPYKMYPUPOBAHHBIX MHO2OMEPHBIX
OaHHBIX COYUONOSUYECKUX Onpocos. [lisi agmomamusayuu noO20MoO6KU OAHHBIX pa3pabomana UHGOPMAYUOHHASL MEXHONO2UsL,
Komopas 6azupyemcsi Ha c1edylouux MemoouKax: MAwuHHO20 NPeOCMAagieHus], OYUCIKYU U PUIbMPAyUU OGHHbIX; MPancgopmayuu
OUULYEHHBIX OAHHBIX 6 NPOCMPAHCMEO NEPEUYHbIX NPUBHAKOE C Y4emoM (HOopMAIU308aHHOU Yelu UCCIe008AHUSA, HENUHEHO20
CHUDICEHUsl PAZMEPHOCTU MHO2OMEPHO20 NPOCMPAHCMBA NEPEUYHBIX NPUSHAKO8 OJisi NOCMPOCHUSL 08YMEPHO20 NPOCMPAHCNGA
6MOPUUHBIX NPUSHAKOG U UX Nociedyioujell suzyanusayuu. Anpobayusi uHGOpMAayuorHO MexHoN02UU NOO2OMOBKU MHOSOMEPHbIX
€1aboCmMpPyKmMypupo8aHHbIX OAHHBIX 6 COBMECHHO C CUCMEMOU UHMEIEKMYAbHO20 AHANU3A HA OAHHBIX COYUONIOSUYECKUX ONPOCO8
N0360NUNA NOBLICUNDL OOCMOBEPHOCIb NPUHSIMUSL PEULCHUL N0 CIMUWII0 JICUSHU PECNOHOEHMO8 N0 CPABHEHUIO C COYUOLO2OM
K8AIUDUKAYUOHHO2O YPOBHS MASUCTD U COOCMBEHHOMY onpedeienuio pecnonoenmos. Kax noxkazanu ucciedosanust pazpabomanHoii
UHGOPMAYUOHHOU MEXHONO2UU NOO20MOBKU OAHHBIX COYUONIOSUYECKUX ONPOCO8, Haubolee GIUSIOUWUMU HA Pe3YTbmam aHaiu3da
SAGNSAIOMCSL NPOYEOYPbL, CEA3ANHHBIE C NOLYYEeHUeM NPOCMPAHCME NEPEUUHBIX U 6MOPULHBIX npusHakos. Ilpeocmaegnennvie 6 yO0OHOM
051 9KCNEPMO BU3YAWILHOM BUOE, NOLYHYEeHHble 3HAHUsL 00 UCCLe0YeMOll Yelesol ayoumopul no360JsII0M J1e2KO Y4Umvléams ux npu
NPUHAMUU 0OO0CHOBAHHBIX PeuleHUll CeYUATUCTNAMU 8 NPeOMemHOl 0OIACMU.

Kntouesvte cnoea: uHpoOpMayuonnas mMexHoNo2us; UHMELIeKMYanbhblll  ananuz Oaunvlx;, cucmemst Data  Mining;
npeogapumenvhas 00pabomKa; CoyUOI0SUYECKUe Onpocsl
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