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ABSTRACT

The introduction of new energy-consuming properties for positions and transitions into the checked properties of the extended
reference Petri net, for which the deviations of the tested Petri net are determined and a testing model is developed, provides new
diagnostic possibilities. Keeping the class of checked properties in the composition of deviations of incidence relations, correspondences
and marking functions of positions and transitions for the checked and reference Petri nets, the new properties make it possible to record
the appearance of critical temperature regimes that are a consequence of errors or directly leading to their appearance. This versatility of
testing helps to increase its completeness, accuracy and efficiency. The energy-heavy testing model is based on verification of incidence,
correspondence, and markup functions. Checking the markup functions when generating events in positions, performing actions in
transitions, as well as the proposed checking of the energy consumption indicators accumulated in the monitor tokens, is performed when
checking the incidence, correspondences. The features of the testing model include the input of generalized energy-loaded Petri nets
recorders, accumulating information about energy consumption in the behavior of positions/transitions, topological components and
subnets, the entire Petri net in the process of its functioning. The testing model is also distinguished by the recognition of the reference
energy-loaded behavior when checking the Petri net based on behavioral identification and coincidence of subsets of
positions/transitions, the determination of behavior, the use of check primitives and transactions. The behavioral testing model defines
the formal conditions for behavioral testing procedures, including the analysis of the correctness of energy consumption. The
dimensionality of the testing model was estimated using the representation of Petri net graphs, special graphs of attainable states,
including Rabin-Scott automata, using list structures. These estimates define the limits of applicability of the formal testing model.
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INTRODUCTION

For rapidly becoming more complex promising
distributed information systems (DIS) [1], the
properties of autonomy with an internal, hidden for
control and monitoring nature of work, mobility and
intelligence of components, dynamic cooperativity
of their interaction become inherent [2, 3]. The
explosive development of nanoelectronics makes it
possible to achieve a significant reduction [4] in

[8, 9]. The importance and absolute necessity of the
design and operational efficiency of the DIS
becomes obvious, in particular, achieved through the
analysis of correctness [10], verification [11], testing
and diagnostics [11, 12] of DIS projects and
implementations, checking, in particular, the
optimality values of their energy consumption,
including in the modes of hidden functioning.
Numerous researches of efficiency [13, 14],
reliability of work [15, 16], energy saving [17, 18]

energy consumption for DIS hardware [5, 6]. The
downside of the penetration of computer
technologies into all spheres of human activity is the
increase in the criticality of tasks [7] solved with
their help, which significantly increases the
requirements for the reliability of their functioning

© Martynyuk O., Drozd O., Nesterenko S., Skobtsov V.,
Bui Thuong Van, 2021

for existing technologies demonstrate the greatest
influence [19] on the energy consumption of
hardware DIS dynamic modes, primarily switching
during operation, represented in electrical [18] and
logic circuits [19, 20], logic [21, 22], schematic [23]
and special structures [24], FPGA [25, 26].

Analysis of models and experimental results
shows a direct polynomial dependence of the number
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of switching’s represented at the logical and
electrical levels of hardware of various computer
systems, and estimates of the generalized power
consumption determined for the system, structural,
functional specifications of objects and processes of
these systems [27, 28]. This, in particular, becomes
obvious in connection with the direct connection
between the operators of programming languages,
the vertices of algorithms and transitions of models
of the automaton class on the one hand and hardware
implementations of  bitwise arithmetic and
microprogram instructions at the logical level on the
other hand. Thus, it is obvious that it is possible to
synthesize and verify design solutions and DIS
implementation at the systemic, structural and
functional level of representing objects [29, 30] and
processes [31]. In particular, it is advisable to use for
these purposes effective Petri nets [32], modern
complex technologies [33, 34], showing hidden
events and actions, which include the analysis of
energy consumption, adding models and methods of
operational current and inertial temperature
observation [24, 25] and functional-temporary
transactions [35, 36].

At the same time, the analysis of existing
works, which consider the issues of control and
monitoring of energy consumption, demonstrates the
predominance of research in relation to hardware
[18], implementation technologies [19, 20] and
much less often — consideration of energy
consumption at the system [36, 37], functional [38,
39], behavioral [40] levels.

As a result, it becomes possible to draw a
conclusion about the relevance of the researhes of
DIS behavioral check models with checking the
correctness of energy consumption, supplemented
by an analysis of internal, realized and manifested
events and actions.

PURPOSE, PROBLEM STATEMENT

The purpose of this work is to determine the
conditions for increasing the completeness and
accuracy in the behavioral testing of DIS, extended
by checking energy consumption, which is
performed in experiments for checking and
recognizing the functioning of extended Petri nets
(EPNs) with fragments hidden for control and
observation.

This goal determined the task of building a DIS
behavioral check model based on the EPN, which
has the features of accounting and subsequent
analyzing energy consumption using chips with a
registration mechanism, as well as hidden behavior.
The proposed model makes it possible to find the
conditions for monitoring the functioning of real

DIS, taking into account its energy consumption
when compared with the reference functioning.

DEVELOPMENT OF AN INPUT MODEL
WITH ENERGY CONSUMPTION AND
LATENT BEHAVIOR

The solution to this problem led to the
development of an input for testing, a behavioral
EPN model for DIS with fixing energy consumption
[41], which shows that modeling EPN using it,
representing asynchronous-event parallel DIS
processes, makes it possible to record and analyze
energy consumption in the system of parallel
streams of chip-monitors at three levels: elementary
(positions, transitions), component (subnets), general
(EPN). When reaching the end positions or when
cycling back to the starting positions in the case of
reactive DIS, the chip-monitor system allows you to
obtain the end values of energy consumption for
elements, components and the entire EPN.

The developed model, keeping identifiers,
check primitives and fragments, controlled and
observable alphabets, chips-monitors of energy
consumption [42], defines the external behavior of
the EPN, its events and actions in the symbols of the
input and output alphabets, as subsets of controlled
events and observed actions from full sets of all
events and actions. The development of the model
also provides for the analysis of hidden, implicitly
controlled events and implicitly observed actions
and the corresponding energy consumption.

Thus, the input for the testing of the EPN S(f)
with the presented modifications in the latent behav-
ioral properties and energy costs is defined as:

S(H=(P, T, Ev, Ac, X, Y, Ep, Et, F, S, Mo), (1)

where:

- P, T, XY, Ep, Et, F, S, Mo — defined in [41],
primary sets of positions, transitions, input and out-
put alphabets, energy consumption of positions and
transitions, incidence relations of positions and tran-
sitions, position correspondence, transitions, events,
actions, energy costs, markings, these sets either
have not changed, or have undergone some exten-
sions and clarifications presented below;

—  Ev={ev, evy,... evme}, Ac={aci, ac,... aca} —
complete sets of all events for positions and actions
for transitions, respectively;

X={x1, X2, ... xmx, @}EV, Y={y1, y2,... vy,

— @}Ac - subsets of respectively controlled input
events for positions and observed output actions for
transitions, supplemented with the @ symbol — un-
certainty symbol for a hidden (unknown) uncon-
trolled event, or unobservable action, or their bipar-
tite chain with alternating hidden events and actions,
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the input of the chain is due to the asynchronous be-
havior of the EPN;

—  Ep={ep1, epz... epnp} is the set of boundary
energy costs for the formation of events for positions
from P, represented in the general case in the form
of triplets epnp=(epinp, €p “p, eptnp) With components
- upper boundary integer values of the current varia-
bles epinp,, temperature ep %p, time eptnp;

— Et={ets, etz, ... et} - the set of boundary energy
costs of performing actions for transitions from T,
also represented in the general case as triplets
etne=(etint, et ettnr) with components - upper
boundary integer values of alternating currents etin,
temperature et %, time ettn;

- F:/(B(PxEvXEpxQp)—=>T) AT *Ac*xEt)>B(P*
Qt)) — extended conditional incidence relation for
subsets of positions from the Boolean
{py,...,pin} eB(P) and transitions from T, that is, for
some transition teT and, first, a subset of positions
{py,...,pin} €B(P),, corresponding according to S for
each position from {p,...,pir} of twos of events and
energy costs {(evi,ep1), ..., (evip,epip)} eB(EvXEp), as
well as multiplicities from {qps,...,gpir}QpcN of

incidence arcs for pairs ‘“position-transition”
{(ps0), ...,(pin,1)} triples of the form
{({(ev1,ep1,qp1),..., (evip,epip,apip)} eB(Ev*xEp xQOp)
for which teF({(p1,ev1,ep1,qp1), ...,

(pip,eVip,epip,apip)}), secondly, subsets of positions
{p1’,...,pin’} €B(P) corresponding according to S for
some transition teT of two actions and energy con-
sumption (ac,et) edc xEt, a triplet
(t,ac.et) eTxAcxEt is formed, which, taking into
account the multiplicities from {qt,...,gtit}cQtcN
incidence arcs for “transition-position” pairs
{(t,p1’),....(t,pin’)} defines a complex two of the form
{(t,ac,et),{(p1’,gt1),...,(pin ,qtin) }} eF(t,ac,et);

—  S:(P—>EVXEp)AT-—>Ac xEt) — correspondence
to the positions and transitions of its own internal
events stored from the previous generation of events
and stored from the previous execution of actions,
extended by the values of energy consumption, in-
cluded in F, that is, for some teT, peP, eveEy,
epeEp, aceAc, etekt, (ev, ep)=S(p) and (ac,
et)=S(t) are executed:;

—  Mo:P—N — initial marking of positions taking
into account the initial energy consumption of ini-
tialization, M:P—N - current marking of positions
taking into account the current accumulated energy
consumption, that is, for peP, mpeN, is executed
mp=M(p), the readiness-excitation condition for
some transition t T has the form:

. ¥(p,ev,ep,qp) eF
O)[M(p)=(p.ev’ep’.qp’) &ev= )
=ev'&ep>ep’'&qp<qp’],

and the activity-triggering for some transition teT
with the receipt of a new marking M when the giv-
en condition of readiness-excitation is fulfilled is
defined as:

(¥(p.ev.ep,qp) eF
YO[M(p)=(p.ev’.ep’qp )&
&M (p)=(p.ev’,ep”,qp~)&ev’'=ev"&
ep'2ep & &qp"=qp-qp]) &
&(V(p,at) eF((t,ac,et))[ac=ac” &et>et (3)
"&M(p)=
=(p.ev’.ep’.qp) &M’ (p)=(p.ev”.ep”.q
p)&ev’'=
=ev"&ep '=ep "&qp "=qp "+qp]).

For the complete alphabets of events Ev and the
labeling of energy inputs Ep in the positions P from
the EPN S(f), as well as for the positions P them-
selves, the extension to the  subsets
{evy,...,evip} eB(Ev) and {eps,...,epin} eB(Ep) due to
the integration of parallel structures of positions,
events, energy consumption for the input boolean
B(P) over positions P of the form B(PxEvxEp).
Integration is performed at the inputs and outputs of
actions Ac in transitions T for S(f). This is reflected
above with respect to the incidence of F for subsets
of positions B(P) and transitions T.

On the basis of the expansion of the alphabets,
the sets of all words of behavior W, WEA®, WEEY
WA WAEY for S(f) are determined, beginning and
ending in different parallel events and actions. Let e
be step zero, then:

szEVACquVEVU\NACEvuwACAC,
WEA (B(Ev) xAc)*(Ae},
WEc ((B(Ev) xAc)*Ufe}) xB(Ev),  (4)
WAAS A x ((B(Ev) xAc) * 4e}),
WAE A e x ((B(Ev) xAc) * Afe}) xB(Ev).

In an EPN with energy consumption properties
representing DIS, some of its events and actions may
not be available for external control and monitoring.
The subsets of controlled and observable (from the
point of view of external analysis, without the @
symbol) input-output words W&, WXY, W WYY,
WY beginning and ending for parallel events and
actions, are defined as before in [41]:

WEthWXY V] WXX v WYX Y, WYY,
WS (B <1)* e},
WS ((B(X) < Y)*fe}) xB(X), ()
WS Y (BOX) < V) *e}),
W2 YX((B(X) xY)*fe}) xB(X).

The presented primary sets from (1) and the set
of words (2), (3) allow one to define the complete
(2) and external (3) partially observable and con-
trolled behavior. When solving problems of testing,
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it is through external behavior that it becomes possi-
ble to fully or partially establish the correspondence
between the checked EPN S(f)" and the reference
EPN S(f).

DEVELOPMENT OF A MODEL OF TESTING
WITH VERIFICATION OF ENERGY INPUTS

The features of the developed modified model
of behavioral testing include the selection of exter-
nal, controlled input and observed output characters
and words in identifiers of subsets of positions, in
check primitives and fragments, inherited from the
input model. Such words are defined as vectors of
adjacent positions/events and transitions/actions
with the registration of energy consumption in posi-
tions, transitions and token-monitors.

The class of properties of the EPN, the refer-
ence S(f) and the checked S(f)", assumed for check
and taking into account energy consumption, is
specified as the relations F* and F, the correspond-
ence between S and S for complete events and ac-
tions, as well as the function of marking positions
M" and M for checked S(f)" and reference S(f), that
is, the class is preserved as in the model before mod-
ification [41]. Since in F', F, S", S, the energy con-
sumption Ep of events Ev for P and the energy con-
sumption Et of actions Ac for T are introduced [41],
the class of properties being tested is extended in
comparison with a simple Petri net. Consequently,
the class of implicitly specified errors for the
checked EPN S(f)" is also preserved [42], firstly, in
the structural part — in the differences between the
incidence relations F* and F, as well as the corre-
spondences S and S, and secondly, the behavioral
part — in the differences between the labeling func-
tions Mo’, M" and Mo, M. Entering energy costs Ep,
Et into the properties being checked and, therefore,
into the class of errors leads to an increase in the
completeness and accuracy of control S(f)".

The formal basis of recognition in the control
model for external (3) — partially observable and
controlled behavior is check or recognizing experi-
ments [11], which make it possible to determine the
correspondence of the checked EPN S(f)" and the
reference EPN S(f).

Internal — unobservable and uncontrollable be-
havior W"=W\W& can be recognized indirectly -
through its manifestation in external behavior, pos-
sibly delayed in event time, as the behavior of inter-
nal states in automata check or recognition experi-
ments.

In the case of non-redundancy (minimality) of
the EPN model S(f), it is assumed that each internal
position with an internal event from EV\X or an in-
ternal transition with an internal action from Ac\Y
also has its own specific, possibly postponed in
event time manifestations in external behavior W&,

As a result, it becomes possible to construct
control or recognition experiments [11] to testing the
complete behavior (2) of non-redundant EPN S(f)
provided that internal elements are determined and
recognized — subsets of positions with internal
events from EV\X or transitions with internal actions
from Ac\Y.

First of all, in the internal behavior of W™, one
can select internal or partially internal one-step be-
havior primitive’s inPr to be checked with one entry
to the transition and one exit for each of them of the
form:

({(p1,ev1,epy), ...,(pin,eVip,epip) },(tj ac,et), (6)
{(p1’,evi’,ep1’),..., (pin’,evio’,epip’)}) €inPr
such that

tieF({(p1,evz,epy), ..., (pin,eVip,epin)}) &
&{(p1’,evi’,epr’), ...,(pin " evio’,epin’)} eF(tj,ac,et) )
&& (evy,...,evioeEVAX or evi’,...,evip " eEVAX or
aceAc\Y)

On the basis of one-step primitives in internal
behavior, it is possible to single out the basic inter-
nal structures of behavior — chains, trees, hammocks,
cycles — in the general case — the set of basic Petri
subnets subS(f)=ciaS(f)i from the EPN S(f), in
which the events and actions of all their internal (not
bordering on the rest of the EPN S(f)) positions and
transitions are internal, that is, they belong to the
sets EVAX and Ac\Y.

Such internal Petri subnets S(f)i can have sets of
external input positions (base) Pi"cPi and output
positions (antibase) Pi®'<Pi. Some subsets of Pi
" —Pi" of positions-inputs together with some, pos-
sibly empty, subset of internal positions Pi’cPi from
S(f)i form the beginning of the path of execution of
transitions through S(f)i.

Similarly, some subsets of position-outputs Pi-
out Pt in combination with some possibly empty
subset of internal positions Pi”cPi from S(f)i form
the endings of the paths of transitions through S(f)i.

Any path to be verified internal for S(f)i of per-
forming transitions in the internal alphabets Ev\X
and Ac\Y from the external input of the path to
Pi™ CPi'={(p11,6V11,ep11), ..., (P1ip1,€V1ip1,eP1ip1) 1O its
external output in Pt P =
:{(pk+11,er+11,epk+1l), (pk+1ipk+1,EVk+1ipk+1,epk+1ipk+1)
} looks like

{({(p11,eva1,ep11), ..., (p1ip1,eViip1,ep1ip1) },((tz,aca,ety),
{(‘evai,ep2y), ..., (evaip,ep2ip2) },(t2,ac2,et2), ...,
{(evki,epxy), ..., (evkipkt,epkipki) }, (t,ack,et),  (8)
{(px+11,6Vk+11,E€PK+11), ...,
(Pk+Lipk+1,EVik+Tipk+1,EPk+1ipk+1) 1) -
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Then any internal Petri subnet S(f)i, to be
checked, which makes it possible to specify the set
of such possible through paths for performing transi-
tions (6), is reduced to a form that determines the
internal macro-property inpri and contains the indi-
cated beginnings and ends of such paths:

inpri=(({{(p1z,evi,ep1y), ..., (prip1,eViip1,ePtip1) },
. {(pgl,eVgl,epgl), ...,(pgipg,eVgipg,epgipg)}},S(f)i,
{{(p11’,evir’,ep1r’), ...,
(i1 eviipi”’sepiipi’’)}), ...,
{(pn11’,evni1’,ephi1’), ..., (phiph’,evniph,ephiph ) 1)

Condensation of the EPN S(f), as a special re-
duction that subtracts in the macro-position from the
set uP=Ciaupi all basic Petri subnets S(f)i esubS(f)
from S(f), allows one to obtain a macro-EPN #5(f), ,
in which all the usual positions and transitions re-
maining after inclusion in xP, are marked with ex-
ternal alphabets, respectively, of controlled events X
and observable actions Y.

The energy-loaded part of the testing model is
based on checking the static part of F'. That is,
checking the functions M’, values of energy con-
sumption Ep” and Et", values of energy consumption
in the monitor tokens is performed when checking
F" [41].

The check taking into account the unobservable
and uncontrollable behavior W™, the energy con-
sumption Ep” and Et" modifies the component model
of behavioral control in the input representation [40]
for the tested EPN S(f)". The modified control model
for S(f)" is:

CS=w", {Pr, inPr, mPr}, {Ci, inCi}, {Cp,
inCp}, SQca, Cex),

(9)

(10)

hear:

— W, Pr,mPr, Ci, Cp, Sgca, Cec — sets of corre-
spondingly registered fragments of behavior,
checked properties, three levels of migration of to-
ken-monitors, identifiers of positions/transitions,
check primitives, signatures of operations of trans-
formations of check analysis, strategy check analyz-
es are defined in [41], they have not changed or have
undergone some extensions and refinements pre-
sented here below;

—  Pr={pru, pra,..., priw }={PrxCPrv} is a set of
external checked properties of the form:

Prc(F: (B(P*XXEp)—>T)o(T*Y xEt)-B(P)))v
U(S: (P>X*Ep ) J(T—YXEL));
— inPr=uiainpri — a set of internal verifiable

macroproperties - verifiable properties of macro po-
sitions uP of condensation S(f) based on internal

(11)

—  Ci={ciui, Ci2i,..., ciki} — sets of identifiers of
positions/transitions for the macro-EPN S(f).
— inCi={inciui, inciz,..., inciki} - sets of ma-
croidentifiers of macro positions P with encapsu-
lated relation F and correspondence S in these macro
positions. Macro identifiers depend on the macro
EPN 4S(f) and allow one to identify subsets of the
reference macro positions 4P in the recorded behav-
ior W* for £S(f).. Thus, macro identifiers allow iden-
tifying internal behavior encapsulated in macro posi-
tions.

The identifiers incCijkpp 2, INCijkp ?p, INCijktt 2,
cij ”teCi, as previously presented, are defined as
twos of the form:

iNCijkpp t(ﬂpiiikp, Wiikop =),
Witikpp ™= Utikip=1"Wijikipp >~ W,

INCljkp _)p:(thiil:p o, MPjtikp,),
Witikp ~p "= Utikip=1"Wijikipp >~ cW;’,

(12)

here ucCijoup 2, uCijkp “up are respectively the initial
(for wp™) and final (for ~up) identifiers of the
reference condensation positions £S(f), uniquely
incident to the corresponding macro positions gpjikp.
On the set inCi, the relations {o;, n, 7, v} of
compatibility, incompatibility, indeterminacy and
precedence are also valid, taking into account the
incidence of macro-positions;
- Cp={cpy, cpz,..., cpr}c (PreCi)(ACi°Pr)) — a
set of external check primitives for checking exter-
nal checked properties of Pr in the macro EPN
LS(f)" for compliance with the reference macro-EPN
LS(F). The set of external check primitives is defined
on the basis of external properties Pr of the form
Pripe, Pript, Priw, pritePr, , and identifiers Ci of the
form cCijkpp =, Cijko ™p, Cijkpt 2, Cijkp ?t€Ci. For example,
the check primitives cp®jkopp =, CP°jkp Zpp, CP jktpt 2,
cP°ie Zpts CP koo 7, CPikt 7oy CP%jkart 7, CPjkt Tt €CP
look like twos [41]:

CP°ikppp=(Pripp°Cjkpp ),
Cp°iko~pp=(Cijkpp°Pripp), CP°iktpt”=(Prjpt°Cijkit ),
Cp°ikept=(Cljkop°Pript),
CPCikptp”=(Pritp°Clijkpp™), CP°iki~tp=(Cijktt°Pritp),

cpCikit~=(prit°Cijitt™), ikt~ w=(Cijkt°prit),

(13)

here “°” is the designation of the DeMorgan semi-
convolution (concatenation while keeping the com-
mon boundary element), taking into account the in-
cidence of adjacent passages identified in the "°"
operation, respectively, to transitions or positions.
For newly defined control cp ikppp >, CP ik ~pp,

basic Petri subnets S(f)i esubS(f) from S(f): CPjkpt 7 CPk ot P % CPTike i CP ke 7,
cp ik~ eCp this kind of twos is inherent:
ISSN 2663-0176 (Print) Information technologies and computer systems 139
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CP jkppp = (Prjpp<Cijkpp ),
P ikp “pp=(Clikp ~p=Pripp),
CP jkpt “=(Prjpt<Cijpet ),
CP”jkp ~pt=(Cijkp “pPFipt),
CP jkptp =(Pritp=Cijipp ),
CP7ike “p=(Clikt ~t2Pritp),
Cp ikt >=(prit<Ciju ™),
cp”ik ~t=(Cljk “t=Prit),

(14)

but here “<” is a designation of a vector-multiple
inclusion, taking into account the incidence of adja-
cent initial or final, identified in the operation "<",
respectively, transitions or positions;
— IinCp={incpicp, iNCPacp, ..., incpkep} — a set of
atomic external control macro-primitives for check-
ing the internal macro-properties of inPr in the mac-
ro-EPN 4S(f)' for compliance with the reference
macro-EPN 2S(f) with encapsulated by the relation
F and the correspondence S in the internal macro-
positions xP. The set of external check macro-
primitives is determined based on the type of inter-
nal macro-properties of the form inprjp €inPr and
macro-identifiers incijkp ~, incijko ?p €inCi with en-
capsulated relation F and corresponding S in these
macro positions. So, for example, the check macro-
primitives  incp®ikppp 7,  INCP°jkp ZppinCp  and
incp jkepp ~, INCPjko ~pp €iNCp have the form of twos:
incpCikopp ~=(iNPripp°inCijkpp ™),
incp®ike ~po=(iNCijkp Zp°iNPripp),
incp jkppp ?=(inpripp<inCijkpp ),
incp”ike “pp=(iNCijkp ~pINPripp).

(15)

Earlier in [41, 42], it was noted that the assem-
bly of adjacent primitives into control fragments,
performed passively in the online testing or actively
in the offline testing, makes it possible to check the
behavioral DIS. It was also noted in [41, 42] that in
the label hierarchy mpri={(rooti, {(nodei1, {leafi,
leafisz, ..., leafis,}), (nodeiz, {leafizz, leafiz,...,
leafizy, }), ..., (nodeina, {leafinis, leafinie, ...,
leafinis, )P} for end (leaf) and nodal labels is de-
fined:

Leafi={leafii1,leafiiz, ...,leafiis, }
Aleafias, leafizz, ..., leafiar, } ...
{leafini,leafiniz, ..., leafiniia,}
Nodei={nodeii} {nodeiz} ... ({nodein1}.

The current leaf label leafij(p) eLeafi of an arbi-
trary position peP, as well as the current leaf label
leafij(t) eLeafi of an arbitrary transition teT for the
corresponding state S(f) is defined as:

leafij(p)=M(p)=prz(K(p,ev’ ep’))=ep,
leafij(t)=pr2(K(t,ac’,et’))=¢t.

(16)

17

The initial label leafij(p)o cLeafio of an arbitrary
position p eP in the initial state of S(f)' is defined as
leafij(p)o=Mo(p).

The node label nodeij eNode of an arbitrary top-
ological element, the root label rooti of an arbitrary
hierarchy, the label, of the entire S(f) in their initial
or current state determines the accumulation of en-
ergy consumption based on the energy consumption
of the lowest labels in the hierarchy [41]:

nodeij=leafiji+leafij+... +leafiij,
rooti=nodeii+nodeiz+... +rnodeini
PNEnergy=rooti+root2+... +rootr .

(18)

The development of an energy-loaded model
makes it possible to determine the conditions of be-
havioral working and test control taking into account
energy consumption with partial controllability and
observability of events and actions of the S(f) model.

Together with energy-loaded identifiers, primi-
tives, fragments of the modified testing model, as in
[41], in behavioral check procedures [42] based on
Petri nets S(f), binding, previously checked frag-
ments are used, if necessary, to form connectivity
when assembling non-adjacent primitives and frag-
ments.

ESTIMATES OF THE DIMENSION OF THE
CONTROL MODEL

The dimension of the model is estimated using
the representation of the Petri net digraph S(f) by list
structures. Let |P|=np, |T|=nt, [M|=nm, N=np+nt+2nNm
(here 2nm are two fields with the index of the ener-
gy-loaded type label and their number|Ev|=ne,
|X|=nx, |Ac|=na, |Y|=ny, where XcEv and YcAc. A
representation for transmission requires no more
than nt conditional memory cells, each of which con-
tains no more than 2np+1t+1a+2adar Or 2np+4 condi-
tional fields, requires no more than np conditional
memory cells for a position, each of which contains
no more than 2ne+1p+1e+2ad0r Or 2nt+4 conditional
fields for position. Here ip is a field with a position
index, it is a field with a transition index, 2im are two
fields with an index (energy load) and the number of
label instances, ie is a field with an event index, ia is
a field with an action index, 2iadar are two fields with
the address of the next and previous cells in the list
for a position or jump.

The upper bound for the number of conditional
fields is:

CS(f):nt(2np+lt+la+2m+2Addr)+np(2nt+1p+1e+
+2m+2Addr):
=4npne+ (2m+ 2Addr) (nt+np)+ 1int+1ant+1pnp+1enp=
2Anpni+6(Ne+Hnp).

(19)
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The modified graph of reachable states (autom-
ata As@m, representing the operation of the Petri net
S(f), multiple for positions and parallel for transi-
tions, in the limiting case for each input or output set
of positions of some transition contains n: adjacent
transitions, including itself, with their input-output
sets with at most np positions, that is, together -
2ninp, similarly for each input or output set of transi-
tions of a certain position contains np adjacent posi-
tions, including itself, with their input-output sets
with at most nt transitions, that is together - 2ntnp.
In the limiting case, for each set of parallel transi-
tions (multi-transitions) and multiple positions (mul-
ti-positions), the automata Asg contains, respective-
ly, 2" adjacent multi-transitions and 2" adjacent
multi-positions with their sets (with at most np posi-
tions and n: transitions), that is:

2np(2”‘)- 1=np2”t+1-1,
2ny(2"°)-1=n2"P*1-1,

In the limiting case, for all transitions and posi-
tions, multi-transitions and multi-positions, the
number of conditional cells and the maximum length
when searching in them is determined as the sum of
two corresponding terms:

(20)

cellas=2nmp(ne)+2npne(Np)=2npne(Np+ne),
cellas@muii= np2"™* -1+ ne2"™*-1=
=np2nt+1+ nt2”p+1-2,

Accordingly, the longest search for all fields for
one transition follows from casw, taking into account
the verification of all fields, including actions, is
equal to 12np(nt). The longest search for all fields for
one position follows from cas, taking into account
all fields, including conditions, is 12n«(np). Taking
into account the presented index and address fields
of positions/transitions, index fields of labels, events
and actions, the last formulas of the limiting case for
the number of conditional cells and the maximum
length when searching in them take the form:

(21)

Cas(h= dAS(f)=
2*6ninp(Nt)+2*6npnt(Np)=12npnt(Np+nt),
Casymutti= Qasmuii= 6ne(Np2™**-1)+

+6np(nt2"p+l—1)=
=3n(Np2"*2-2)+3np(Ne2"P*2-2).

The presentation of the Rabin-Scott multilevel
automaton RSs — a special graph of reachable states
for determining the set of identifiers — is limited by
the number of identifiable positions / transitions and
the presence of final categorical vertices that fix the
formation of identifiers of positions / transitions.
Without taking into account the limited number of
subsets of positions, the upper bound on the number
of fields in conditional cells of all levels for branch-

(22)

ing can be determined not more than (2np+1)*(2"-
1). Then, in the general case, the upper bound on the
number of fields in conventional cells of all levels is
determined by no more than:

Crsshp-n=min((2np+1)*min((2"°-1), ny),
(2np+1)**(2"-1))=
=(2np+1)*min(min((2"-1), ny),
(2"-1)).

The number of fields in conditional cells of
branch-arcs is not more than:

(23)

Crsshn= Zi=o™(3np*nt). (24)

The total assessment of the fields does not ex-
ceed

CRss(petn= (2NMp+1)*min(min((2"-1), ny),
(2™-1))+ Zi=0"(3np*nt).

In the Rabin-Scott automaton RSsw), as a result
of the reappearance of subsets/vectors of positions,
converging branches (hammocks) and feedback
loops are possible.

The estimate of the maximum number of condi-
tional cells for the checked properties and identifiers
is determined by the length of the linear indivisible
sections of the reference behavior has the form no
more than:

(25)

Cprs(f)maX=2(2np+1+nt)*nt,

Ccisth™ " =2(2np+1+nt)*n. (26)

The estimate of the number of conditional cells
for any of the control primitives is determined by the
sums of the estimates of the number of conditional
cells for the checked property and identifier that
make it up.

For simple and multiple checked properties and
identifiers, the estimate of the maximum number of
conditional cells of the check primitive is not more
than:

Ceps) " =2((2np+1)*(n+1)+2n1),

Ceps " =4(2np+1+nt)*nt. (27)

These estimates represent the limits of applica-
bility of the abstract energy-loaded model of behav-
ioral control. The polynomial lowering of the esti-
mates can be performed by applying the network
and hierarchical decomposition of the input Petri net
model S(f).

CONCLUSION

The paper presents the development of a DIS
behavioral model of testing based on extended Petri
nets, which has features of properties of analyzing
energy consumption, partial control over events and
observability of actions.
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By defining the conditions for behavioral con-
trol based on Petri nets, taking into account the en-
ergy consumption and the recognition of hidden
events and actions, the modified model of testing
allows you in addition to normal behavioral check to
find distribute-combine and save energy consump-
tion indicators for vertices, topological elements and
subnets, for the entire Petri net.

This circumstance provides a basis for con-
structing behavioral check procedures for compo-
nents of distributed information systems with in-
complete controllability and observability, extended
by both detailed and total verification of their energy
consumption, which allows increasing the complete-
ness and accuracy of testing in general.
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MOXJIMBOCTI [{larHOCTYBaHHs1. 30epiraroun Kiiac mepeBipsroThCS BIACTUBOCTEH B CKIIaIi BiAXMIICHb BiIHOCHH IHIMACHTHOCTI, BiATIOBIAHOCTEH i
GYHKIIH pO3MITKM MO3MIIH 1 Mepexo/iB sl mepeBipseMoi i eTaoHHOT Mepex IleTpi, HOBI BIAaCTHMBOCTI JO3BOJLIIOTH (IKCYBAaTH MOSIBY
KPUTHYHHX TEMIIEPAaTYPHHX PEKHMIB, SIKI € HACIIZAKOM OMUJIOK ab0 Ge3rnocepeHb0 BeayTh A0 1X MosiBH. Taka pi3sHOOIYHICTH KOHTPOIIO
CIpysi€ MiABHUIICHHIO HOro MOBHOTH, TOYHOCTI 1 ONEpaTUBHOCTI. EHepro-HaBaHTa)keHa MOJENb KOHTPOJIIO 3aCHOBaHA Ha 0a30Biif mepeBipii
BiTHOIIIEHb IHIM/IEHTHOCTI, BiIOBITHOCTEH 1 GyHKIIiH po3miTku. [lepeBipka GyHKIIii po3MiTKH Ipy (hopMyBaHHI MO B ITO3HIIISIX, BAKOHAHHI
il B IIepexofiax, a TaKoXK 3alpoIIOHOBaHA MepeBipka MOKa3HUKIB €HEPrOBUTPAT, IO HAKOIMIYIOTECS B (DillIKaX-MOHITOpAX, BUKOHYETBCS TIPH
3a3HaueHol IepeBipIli BiHONIEHb IHIMACHTHOCTI, BIANOBIOHOCTEH 1 (yHKIiH po3miTku. Jlo ocobGrmmBocTeil Mozen KOHTPOIIO BiTHOCHTHCS
BBEJICHHS y3araJlbHeHHX €Hepro-HaBaHTKEHNX (IIIoK-peecTpaTopiB Mepex [leTpi, sKi HAKOMMYYIOTh iH(OpMAIio PO EHEproBUTPaTH B
TOBEIHI]l EeMEHTIB TPHOX DIBHIB - MO3MILIIH/MEPEeXO/iB, TOMOJIONIYHIX KOMIIOHEHTIB 1 miaMepex, Bciei mepexi Iletpi B mporeci ii
($yHKIIOHYBaHHSI. Mozenb KOHTPOJIIO TaKOX BIOPI3HAETHCSA PO3MI3HABAHHAM ETaJIOHHOI CHEPro-HABAHTaXKEHOI TOBEIIHKU IPH IEpeBipIli
Mepexi [letpi Ha OCHOBI HOBENHKOBOI ineHTH(iKamil i OTOTOXHEHHS MiIMHOXKHMH TO3HMIUH 1 TepeXomdiB, AETepMiHi3alil MOBEHIHKH,
3aCTOCYBAaHHSIM KOHTPOJIBHHX TPUMITUBIB 1 Tpan3akuiil. [loBemiHKOBa MoOZeNb KOHTPOMIO BH3HAyae (HOpMaibHI YMOBH Ui IPOLEAYP
TIOBEJIIHKOBOTO KOHTPOJIO, IO BKIIFOYA€E aHaJli3 KOPEKTHOCTI €HEeProCHoKUBaHH. PO3MIPHICTH MOJIEN KOHTPOJIO OLIHEHA 32 JOTIOMOTOI0
npezcraBieHas rpadiB Mepexi [lerpi, cremianpHUX rpadiB JAOCHKHHX CTaHIB, B TOMy 4Yucii aBroMmariB PabmHa-CKOTT, 32 JIOOMOTOO
CIIIICKOBHX CTPYKTYp. HaBezieHi OIliHKI BU3HAYArOTh MEKi 3aCTOCYBaHHS (hOpMaIBHOT MOJIEITI KOHTPOJTIO.
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