Herald of Advanced Information Technology 2021; Vol.4 No.3: 268-277

DOI: https://doi.org/10.15276/hait.03.2021.6
UDC 004.891

The multilayer distributed intelligence system model for

emergency area scanning
Andrey O. Tsariuk?
ORCID: https://orcid.org/0000-0001-5657-8977; tsariukandreyjs@gmail.com

Eugene V. Malakhov?
ORCID: https://orcid.org/0000-0002-9314-6062; eugene.malakhov@onu.edu.ua. Scopus ID: 56905389000
1 Odessa I.1. Mechnikov National University”, 2, Dvoryanskaya Str. Odessa, 65082, Ukraine

ABSTRACT

Emergency situations have a huge impact on various important areas of human life. Every year there are many situations, the
elimination of which requires a lot of financial and human resources. Therefore, the ability to reduce the impact of the consequences
and increase the speed of their elimination is extremely important. In this article, a multi-level model of a system was proposed that
provides support for performing operational tasks in emergency situations in open areas. The most important elements, areas of their
responsibility, and interconnection were identified and described in architectural style. The idea of the work is to design a system that
should use Swarm intelligence under the hood to provide continuous support in emergency situations. The system consists of 4 main
parts: Cloud, Swarm, Swarm operator, and Swarm Node. The Cloud (Swarm Wamb) is the main decision-maker that provides ETL
data pipelines and operates under strategically tasks. In accordance with the idea, Swarm womb should be a cloud service-like system
with the ability to scale over the world. The Swarm is a combined set of multiple Swarm Nodes and only one Swarm Operator. The
main task of the Swarm is to provide support in local operational tasks where SN is responsible for the execution and SO is for
control. Rescue and search operation after any natural disaster is a target to show the system’s purpose. In practice, the cloud system
(Swarm Wamb) receives requests to perform an operation, calculates resources effort first, and delegates a task to the Swarm. When
the swarm reaches the location, it starts executing. Operator with nodes tries to find survivors and collect as much important
information as they can. Video, images, recognized objects are continuously sending to the Cloud for additional analysis in real-time.
Any information in an emergency situation can help save more humans lives and reduce risks. In this article, the multilayer
distributed intelligence system architecture for emergency area scanning was designed and described. The set of terminology was
proposed as well. This architecture covers different levels of tactical and operational tasks.
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INTRODUCTION longer new and has established itself as a successful
combination in many spheres of life [1].

Due to technological progress, robotics is
already becoming available for widespread use. Toy
robots and aerial photography drones have already
become mainstream commodities and are powerful
and cheap to manufacture. Companies such as
Amazon have already paid attention to the prospects
of using this tool for solving problems in the
delivery of goods [2]. Also, many developments are
underway in the following directions: remote
observation, research of objects and territories,
drawing up maps of the area [3].

Cloud technologies and solutions are another
powerful and widely used tool now. Many projects
and large corporations are using a cloud computing
and scaling approach to improve reliability and
performance and reduce costs. Due to the
distribution and fault tolerance, cloud solutions, for
example, Amazon, can guarantee the SLA of their
services up to 99.99 % [4] and using combined
approaches, that allows creating a system in afault-

Every year many natural emergencies happen in
the world with unpredictable consequences.
According to statistics, in 2019 only, 361 cases of
natural origin on a global scale were recorded
(Fig. 1), and it is impossible to calculate local
incidents of technogenic and biological-social
origin.

The result of such incidents always leads to
large-scale, costly material and physical operations
aimed at eliminating the consequences and
developing means of preventive action.

At the moment, the level of technology
development provides many opportunities for the
delegation of complex and dangerous work to
mechanical means, such as manipulators, robots, and
drones. Auto factories have long used industrial
manipulators for welding and painting, robots are
used to distribute goods in warehouses, and
technology using Al approaches has flooded stores.
Collaboration between man and machine is no

tolerancemanner.
© Tsariuk A., Malakhov E., 2021

This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/deed.uk)

268 Information technologies in socio-economic, ISSN 2663-0176 (Print)
organisational and technical systems ISSN 2663-7731 (Online)


https://doi.org/10.15276/hait.03.2021
https://doi.org/10.15276/hait.03.2021
https://orcid.org/0000-0001-5657-8977
mailto:tolochko.ola@gmail.com
https://orcid.org/0000-0002-9314-6062
https://doi.org/

Herald of Advanced Information Technology

2021; Vol.4 No.3: 268277

Global reported natural disasters by type

The annual reported number of natural disasters, categorised by type. This includes both weather and non-weather

related disasters.
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Fig. 1. Global reported natural disasters by type, 1970 to 2019
Source: Inc. [Public domain], via Our World in Data
(https://ourworldindata.org/grapher/natural-disasters-by-type)

This article describes the possibility of using
drones, swarm intelligence, and cloud technologies
as a service to provide support in the performance of
rescue and search operations, as well as a preventive
tool.

Drones as a solution

One of the ways to reduce the risks has been the
use of various remote and automatic mechanisms.

Drones as a resource have long been used in
various industries. However, drones that can be in
flight for a long time and have sufficiently powerful
sensors and processors are expensive and the loss of
such a device may result in the inability to continue
working.

Table 1 shows the dependence of flight duration
on price.

In addition, the computing power of such a
drone may not be enough to load it with a universal
set of object recognition algorithms.

Therefore, the creation of a system in which, by
increasing the number of cheap drones, a similar
scanning quality can be achieved, may be a solution
to the problem.

Such drone systems are called “swarms”, and
special algorithms have been developed by various
researchers to ensure their interaction with each
other. Cheap drones are more affordable and can be
easily replaced. Even if their range is limited, they
can return to recharge or the charging module can
move with the swarm.

One of the features is the collaboration between
humans and drones. In order to increase the stability
of the system and increase the coverage of non-
standard situations, a human is introduced as an
additional element of control. In this case, the
human plays the role of an element of verification
and must be part of the swarm.

Table 1. The mapping between drones costs and
flight duration

Model Price Flight duration
$) (min)
Tello edu 198 13
DJI mavic mini 500 30
DJI mavic pro 1785 31

Source: compiled by the authors

On the other hand, to perform operational tasks,
drones need a high-bandwidth channel. Almost all
modern drones are capable of transmitting high-
quality video over long distances in real-time. For
example, Mavic Pro can transmit 4K 4096 x 2160px
over a distance of 5 km [5]. However, for example,
for constructing object detection, this is even more
than needed and in real implementation, it will be
necessary to cut the video quality to 1024 x 760px
or 1024x1024px [6] to reduce noise and increase the
speed of the algorithm.
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Table 2 presents the comparison of the drones’
possible video quality and their price.

Table 2. The mapping between drones costs and

video quality
Model Price Video Quality
) (px)
Tello edu 198 1280 x 720
DJI mavic mini 500 2720 x 1530
DJI mavic pro 1785 4096 x 2160

Source: compiled by the authors
System architecture creation approach

In this article, the term system architecture will
mean a set of conceptual views that define system
behavior and structure. The chosen approach has 4
main views: logic, processual, development, and
physical.

To create the system vision, a 4 + 1 approach
was chosen, which will allow examining the system
from different angles. This approach contains 4
views of the system and sets of scenarios [7], [8]. At
the current stage, the logical and process views were
considered.

This approach helps to present the system from
different angles started from the high-level system
tasks, modules, and responsibilities.

LITERATURE REVIEW

To date, the development and implementation
of systems that use drones for various tasks, in
particular for working in emergency situations, are
already underway. For example, there are already
search drones that are used by the army and the
police. In this paper, it is proposed to use a swarm of
drones and a combination of known approaches to
solving such problems.

There are different ways to build a cloud-based
or swarm control solution and are useful technical
approaches, solutions, and design techniques that
can be used for analysis to develop a complex vision
of the system.

To perform this analysis the initial task was
split into 2 main directions:

1) cloud system;

2) swarm

Cloud system

In emergency situations, it is important to have
real-time access to data and the ability to perform
ETL pipelines [9] in a fast and stable way. The
clusterization approach [10] is a common way to
enrich scalability and accessibility system quality
attributes. Among the known solutions, this method

has shown good performance across different system
setups and environments [11], [12], [13].

From another point of view, the system should
have a stable connection and a high bandwidth to
make it possible to receive a huge amount of data
[14]. From different sources, it’s clear that the cloud
provides such as AWS can grant stable data
receiving channels [15]. Thus the system should be
oriented to the cloud but with cloud-agnostic
techniques to make the transition between cloud
providers possible.

Swarm

Swarm intelligence has become a common
practice to organize cluster and cluster processing
[16]. A lot of problems in in-swarm communication
and tasks distribution are already accomplished [17].
But in this article swarm and swarm nodes should be
understood as a specific element of system
architecture abstractions that is responsible for stable
and fault-tolerance work. Thus, cloud solutions
architecture can be applied as well.

The Docker swarm and Kubernetes is a good
example of these solutions types [18], [19]. These
solutions are orchestration tools that are used to
manage massive and scale applications. Kubernetes
provides the distributed internal structure for each
node that can be reused in the task of this work [20].

THE PURPOSE OF THE ARTICLE

The aim of the work is to develop a system that
can provide support for rescue operations using
drones and swarm intelligence, thereby reducing the
involvement of human resources in order to reduce
traumatic risks for the participants of the operation,
increase the coverage area and enable the operation
managers to see the full picture.

The purpose of this article is to design system
architecture, form a set of terminology relevant to
this domain, and provide a high-level relationship
between system layers by introducing a system
logical view.

To achieve this goal it is proposed to solve the
following tasks:

1) analyze system requirements and identify
system quality attributes;

2) design system architecture using the best
practices and common techniques from different
areas and relevant tools of cloud management and
maintenance solutions;

3) provide transparent and self-descriptive
terminology to reuse it in future development.
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MAIN PART. SYSTEM VISION

This chapter describes the main components,
their relations, and responsibilities in the system.
This section introduces the set of terminology and
the way of its understanding.

System tasks and requirements

A key feature of search and rescue operations is
location distribution and duration over time.
Therefore, one of the most important requirements
will be to cover the maximum area and provide
long-term support.

Also, in such operations, often a lot of human
resources are used, which are subjective and, in
many cases, cannot provide accurate data about what
is happening. Therefore, in such situations, a
hierarchical model [21] is used, which connects field
teams and headquarters in order to filter data and
divide areas of responsibility [22].

Therefore, it is necessary to ensure the
impartiality of data processing and provide several
ways to assess the situation.

1) Provide continuous support in emergency
situations.

2) Allocate
maximum quality.

3) Work with data in a safe and fault-tolerant
manner.

To provide a way of decisions comparison the

system resources to ensure

next system quality attributes [23] can be
highlighted in accordance with the system
architecture design approach:

1) flexibility;

2) scalability;

3) survivability
System model concept

To reach distributed responsibilities and
improve system fault-tolerance a multi-level model
of the system was introduced where each level has
different areas of usage, as well as a distribution of
tasks and data. At actual state 3 layers have been
highlighted [24].

1) Top-level. Cloud level.

2) Average level. Swarm level.

3) Bottom level. Swarm Node Level.

recognition algorithms). It provides an interface for
strategic resource management and provides the
tools to get things done.

The Swarm level is the level of tactical tasks.
There are several controls at this level such as the
Swarm Operator and the Swarm Node with Swarm
Leader functions. These entities have different
responsibilities and tasks.

Swarm Node Level is tactical units whose tasks
directly include area scanning and object detection.
All features of this level are aimed at the highest
quality scanning.

Fig. 2 shows the layers arrange layers details
and responsibility funnel.

The next sections provide a detailed overview
of each level structure, modules description, tasks,
and responsibilities in accordance with the initial
system requirements and goals.

Swarm Node

The Node is an electromechanical device
equipped with sensors and certain software that can
move in space. The Node contains 2 main built-in
mechanisms:

1) Follower Node (SNF).

2) Leader Node (SNL).

The SNF is a node that receives commands
from the Leader Node. Also, Swarm Operator can
take control of this node at any time.

The SNL is a node that receives commands
directly from the command post (it means Cloud) or
from Swarm Operator.

Each node has these two potential roles to
increase survivability [25], [26]. So, if the Leader
Node fails, any Follower Node can take over its task.

This is done for survivability and is a common
practice in distributed parallel computing systems
[27], [28], [29].

Fig. 3 shows the internal module’s structure of
each node and provides a logical view of it.

Swarm Operator

Swarm Operator (SO) is a human resource that
is the controlling element in the work of a swarm.

Swarm Operator has all the statistical
information about the Swarm, getting the most

Cloud level is remote storage of data important information from the Leader node.
information, and resources (such as specific object
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Cloud Layer

Swarm womb layer

(SW)

Swarm Layer .
Swarm layer. Consist of Swarm Nodes and
(SO,SNL,SNF,,SNF,,....SNF,) Swarm Operator (SO, SN)

Node Layer Swarm Node layer. Basically there are Swarm
Nodes in the follower mode (SN F')

Fig. 2. The multilayer system model.

Shows the responsibility funnel of the components
Source: compiled by the authors
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Fig. 3. Swarm Node logical view
Source: compiled by the authors

Also, it can access any of the swarm nodes at a node can request additional resources being a
any time (Follower + Leader). Also, it can priority.
independently determine the Leader node at its
discretion.

The task of SO is to control the work of the The Swarm is a set of Swarm Nodes and
swarm, monitor the state of the nodes and the quality Swarm Leader with the specific proportion of
of the information received. Along with the Leader, ~ €lements and their responsibilities (1).

Swarm
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(SO, SNL, SNF,, SNF,, ...SNF,) (1)

This is because of the task nature for each
component and there is no possibility to have more
than one operator or leader. The argument is that
would be difficult to separate responsibilities
between more than one leader.

This level also refers to the level of tactical
tasks. However, it already provides another aspect of
working with data. The Swarm’s main task is to
provide maximum coverage with allocated resources
to achieve the assigned goal.

Fig. 4 shows the Swarm structure and
operational modules.

Swarm Womb

Swarm Womb is a set of cloud servers and
services designed to manage, support the swarms,
and process data from them.

The Cloud should provide distributed data
access and should be stored for historical data and
configurations. From another point, Swarm Womb
provides the resources control module that should be
focused on the swarm elements managing,

The Cloud task is to ensure an even resources
distribution depending on the priority of the task, as
well as provide tools for storing and managing data
received from all swarms.

Fig. 5 shows the modules of the Swarm Womb
and high-level system structure.
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Fig. 4. Swarm logical view
Source: compiled by the authors
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Fig. 5. Swarm Womb logical view and high-level system structure
Source: compiled by the authors

Summary

Swarm Operator, the most important system
model points, their focus, and responsibilities are
presented below.

Swarm Womb (SW) — should aspire to get a
maximum average value of the swarm survivability
and scanning ability and minimize the difference
between swarms by these parameters

Swarm Leader (SNL) —should aspire to get the
maximum area coverage with maxim quality of the
scanning/detection

Swarm Operator (SO) — system quality control
tool. Should be a mediator between Swarm Node
and Swarm Womb.

In the following works, the implementation of
this system will be considered in detail. But at this
stage, it is already possible to deduce some
recommendations for the technology stack.

As was mentioned above the AWS Cloud
services is a highly available and common tool for
building systems like that.

That’s why the
recommended:

next services can be

1) EC2 as the main service for computing and
server hosting;

2) AWS Lambda function for images screening
and processing

3) AWS SQS, SNS, and ActiveMQ for
communication between microservices;

4) AWS Kinesis Streams as an input video and
data streams handler;

5) AWS RDS and S3 as the main SQL and
NoSQL storage.

All these services are polymorphic and can be
used together with different programming languages
and frameworks. E.g. for the image processing can
be used a combination of AWS Lambda, Python,
and OpenCV what allows to process each frame and
do some kind of simple recognition. Also, this setup
can be easily scaled to use ML algorithms e.g. in
pair with AWS image processing services of
TensorFlow.

By the next articles, detailed Process View and
Physical Viewl diagrams will be introduced.
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CONCLUSIONS

By this article, the multilayer system model was
provided with the 3 most important layers.
Components logical structure presented on the
diagrams and responsibilities defined. Because of
separated responsibilities the system survivability
can be improved. In case of any faults, the system
can replace one module with another one without
additional efforts from the support or development
team. The flying duration was improved by
introducing the swarm of cheap drones and
replaceable charging dock stations. Each SN has the
ability to switch between their responsibilities, in
practice, the node will know about the actual status

of each other and has the ability to make the right
decisions based on the situation. A cost-saving
model was introduced on each level and the initial
configuration should be identified and deligated to
each SN at the early stage of the mission by SW.

As described above the combination of
architecture approaches can be used to provide the
expected level of scalability, accessibility, and
survivability. This information will be used to
prepare the whole system architecture and
development strategy.

Therefore, by the next milestone should be
prepared the mathematical model and other levels of
the system architecture.
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AHOTAIIA

Hapnzeuyaiini cutyarii MaloTh BeIW4e3HUH BIUIMB Ha Pi3Hi BaxuBi cdhepu xuTTd moauHu. Lllopoky BuHuKae 6e37id cutyartii,
YCYHEHHS SIKHX MOTpe0ye 3HAaUHUX (iHAHCOBUX Ta JIOJICHKUX pecypciB. ToMy 30aTHICTh 3MEHIINTH BIDIMB HACHIAKIB Ta 301IBIINTH
MIBU/IKICTB IX YCYHEHHS HAJ3BUYAifHO BaykJIMBa. Y Miif cTaTTi OyJI0 3alIpOIIOHOBAHO OaraTopiBHEBY MOJIENb CHCTEMH, sIKa 3a0e3medye
MiATPUMKY BUKOHAHHS ONEPAaTHBHUX 3aBIaHb y HAI3BHYAHHMX CHTyallisfX Ha BIIKPUTHX TepuTopisx. HalBasmusinm eneMeHTH,
cdepu IX BiIIOBITATLHOCTI Ta B3a€MO3B 30K Oyl BU3HAYEHI Ta OIMCAHI B apXiTeKTypHOMY CTHII. Inest poboTH momnsrae B ToMy,
1100 pO3pOOUTH CHCTEMY, siKa MOBUHHA BUKOPHCTOBYBATH il KATIOTOM POMOBUII IHTENEKT isl 3a0e3MeUeHHsI MOCTIHHOT MiATPUMKH
B HaJ3BUYaHHUX cuTyalisx. CHcTeMa CKIafaeThes 3 4 OCHOBHUX YaCTHH: XMapa, Poii, oreparop poro Ta By30i poro. Xmapa (Swarm
Wamb) € ros0BHHM eleMEHTOM, SIKHil MpUAMaE pillieHHs, o 3a0e3rnedye 00poOky nanux ETL i mpairoe B paMKax CTpaTeridHux
3aBiaHb. BiAnmoBigHO 10 ifei, MaTka Swarm moBHHHA OYTH CXOXKOK0 Ha XMapHi MOCIYTH CHCTEMOIO 3 MOXKJIMBICTIO MacCIITa0yBaHHS
10 BChOMY CBIiTY. Poif - 11e koMOiHOBaHMI Habip 3 AEKUIBKOX BY3JIB POIO Ta JIUIIE OZHOTO oreparopa poto. OCHOBHHUM 3aBIaHHIM
Poro € HamaHHs MIATPUMKY Y MICIIEBUX OIIEpPAaTHBHUX 3aBAaHHsAX, ¢ SN Bixnosinae 3a BukoHaHH:, a SO-3a KOHTPOJIb. PaTyBanbHO -
TIOIIYKOBA OIepallisl Micist OyAb-sIKOTO CTHXIHHOTO JIMXa - Ile MeTa, sKa IOKa3ye NMpU3HAa4eHHs cucTeMH. Ha mpakTwii xmapHa
cucrema (Swarm Wamb) oTpuMmye 3amuTH Ha BUKOHAHHS OIlEpalil, CIIOYaTKy pO3paxOBYe 3yCHJUIS PECYPCiB i JAeNerye 3aBOaHHs
Swarm. Kounu piii gocsirae MicIsi po3TalllyBaHHs, BiH MOYHHAE BUKOHYBaTHCh. OmepaTop 3 By3JaMH HAMaraeThCsl 3HAUTH THX, XTO
BIDKUB, 1 310patu sikomora Oinplie BaxIuBoi iHGopmarii. Bineo, 300paxkeHHs, po3mi3HaHi 00’e€kTH Oe3mepepBHO HAICHIAIOTHCS B
XMapy Uil JOJATKOBOTO aHANi3y B PEKUMI peanbHOro dacy. byne-ska iHdopmalis y Haa3BHYaiHINA cuTyamii MOXe DOMOMOITH
BPATYBATH OLIbIIIE JTIOJCHKHUX KHUTTIB Ta 3MEHIIUTH PU3UKH. Y Wil cTarTi Oyno po3pobiaeHo Ta OMUCaHo apXiTeKTypy OaraTomapoBoi
PO3IOAITIEHOT PO3BiYBaIbHOI CHCTEMH ISl CKAaHYBaHHS HaJ3BHYaWHHX cuTyaliid. Takoxk Oyso 3amponoHOBaHO HaOip TEPMiHOJIOTII.
s apxiTeKTypa OXOILTIOE Pi3Hi PiBHI TAKTHYHUX Ta ONEPATUBHUX 3aBJaHb.

KmiouoBi cioBa: ExcnepTHi cucTeMu; apXiTeKTypa CHCTEMH; MOJENb CHCTEMH; HaJ3BHYalHI CHTyawlil; pid; XMapHi
00uHCIICHHS

ABOUT THE AUTHORS

Andrey O. Tsariuk, MS in Information technology, PhD Student of Mathematical Support of Computer Systems
Department. Odessa I.1. Mechnikov National University. 2, Dvoryanskaya Str. Odessa, 65082, Ukraine

ORCID: https://orcid.org/0000-0001-5657-8977; tsariukandreyjs@gmail.com.

Research field: Architecture design; architecture design patterns; cloud computing; distributed computing;
swarm intelligence; expert systems

Anpapiii Omerouu Ilaprok, crymenT acmipanT kadenapu MaremaTHyHOTO 3a0ecriedeHHsS KOMIT'IOTEPHHX CHCTEM.
Harmionansunii yaisepcuter Ykpainu «Onecskuii Harionansunii Yuisepeurer iM. . 1. MeunikoBay, Byi1. J[BopsiHCHKa, 2.
Opneca, 65082, Ykpaina

Eugene V. Malakhov, Dr. Sci. (Eng), Professor of Mathematical Support of Computer Systems Department. Odessa
I. I. Mechnikov National University. 2, Dvoryanskaya Str.Odessa, 65082, Ukraine.

ORCID: https://orcid.org/0000-0002-9314-6062; eugene.malakhov@onu.edu.ua. Scopus I1D: 56905389000

Research field: Information technology; databases theory; expert systems; system modelling; cloud computing;
distributed computing

€preniii BanepiiioBuu ManaxoB, IOKTOp TeXHIYHHX HayK, mpodecop, 3aBigyBau Kadenpun MaTeMaTHIHOTO
3abecriedeHHsT KOMIT I0TepHUX cucTeM. Harionanenmii yriBepcurer Ykpaianm «Oneceknii Hamionansanit YHiBepcuter
iM. L.I. MeunikoBay, Byi. /IBopsiHchKa, 2. Oneca, 65082, Ykpaina

ISSN 2663-0176 (Print) Information technologies in socio-economic, 277
ISSN 2663-7731 (Online) organisational and technical systems


mailto:eugene.malakhov@onu.edu.ua
mailto:eugene.malakhov@onu.edu.ua

